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Resumen

En el presente trabajo de investigacion se aplica un conjunto de técnicas de Big Da-
ta: Data Lake, Web Scraping, ETL (Extraccién, Transformacién y Carga de datos) y de
Inteligencia Artificial (particularmente Machine Learning) con el propdsito de mejorar la
capacidad analitica de la Gerencia Comercial de EGEMSA. El problema principal radica en
la ineficiencia de la recoleccién de datos del mercado eléctrico peruano, la deficiente conso-
lidacion y organizacion de estos datos y la limitada aplicaciéon de herramientas avanzadas
que permitan identificar patrones. Para abordar la problematica, se propone una arquitec-
tura basada en Data Lake con capas Bronce, Plata y Oro, a fin de optimizar el flujo de la
informacion su organizacién y posterior anélisis. Ademas, se emplean algoritmos de clusteres
(segmentacién) para categorizar a los clientes de EGEMSA y facilitar la toma de decisiones
basadas en datos confiables y oportunos. Los resultados evidencian una reduccién significa-
tiva en los tiempos de procesamiento y mayor precision en la identificacion de oportunidades
comerciales. Finalmente, se plantean recomendaciones para la automatizacion y el despliegue
en produccion de los modelos de clustering, asegurando la sostenibilidad de la solucion en el

largo plazo.

Palabras clave: Big data, Inteligencia artificial, Web scraping, ETL.
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Abstract

This research project applies a set of Big Data techniques: Data Lake, Web Scraping,
ETL (Extract, Transform, Load), and Artificial Intelligence (particularly Machine Learning)
with the aim of improving the analytical capacity of EGEMSA’s Commercial Management.
The main problem lies in the inefficiency of data collection in the Peruvian electricity mar-
ket, the poor consolidation and organization of this data, and the limited application of
advanced tools that allow patterns to be identified. To address this issue, a Data Lake-based
architecture with Bronze, Silver, and Gold layers is proposed in order to optimize the flow
of information, its organization, and subsequent analysis. In addition, clustering (segmenta-
tion) algorithms are used to categorize EGEMSA’s customers and facilitate decision-making
based on reliable and timely data. The results show a significant reduction in processing
times and greater accuracy in identifying business opportunities. Finally, recommendations
are made for the automation and deployment of clustering models in production, ensuring

the long-term sustainability of the solution.

Keywords: Big data, Artificial intelligence, Web scraping, ETL.
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Lista de abreviaturas

» EGEMSA: Empresa de Generacién Eléctrica Machupicchu S.A.

= COES: Comité de Operacion Econémica del Sistema.

» SEIN: Sistema Eléctrico Interconectado Nacional.

= OSINERGMIN: Organismo Supervisor de la Inversién en Energia y Mineria.
= MME: Mercado Mayorista de Electricidad.

= VTEA: Valorizaciones de Transferencias de Energia Activa.

» CIIU: Clasificacion Industrial Internacional Uniforme.

= TI: Tecnologias de Informacién.

= TA: Inteligencia Artificial.

» ETL: Extraccion, Transformaciéon y Carga de Datos.

» ML: Machine Learning (aprendizaje automatico).

= K-Means: Algoritmo de agrupamiento basado en la definicién de k centroides.

= Data Lake: Repositorio masivo de datos en bruto, capaz de almacenar datos estruc-

turados, semiestructurados y no estructurados.



SQL: Lenguaje de consulta estructurada (Structured Query Language).

OLTP : Procesamiento de transacciones en linea (OnLine Transaction Processing).
PCA: Anélisis de componentes principales (Principal component analysis).

CV: Costo Variable.

API: Interfaz de programacion de aplicaciones (Application Programming Interface).
RUC: Registro Unico de Contribuyente.

SUNAT: Superintendencia Nacional de Aduanas y de Administracion Tributaria.

INEI: Instituto Nacional de Estadistica e Informéatica.
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Capitulo 1

Introduccion

1.1. Generalidades

La Empresa de Generacién Eléctrica Machupicchu S.A. (EGEMSA), inmersa en el diné-
mico mercado eléctrico peruano, afronta crecientes retos en la gestion y anélisis de grandes
volimenes de datos proporcionados por el Comité de Operacion Econdémica del Sistema
(COES). Estos datos, generados a partir de transacciones de energia (inyecciones, retiros
y valorizaciones eléctricas), se caracterizan por su gran volumen, variedad y velocidad de

generacion, lo cual dificulta su recoleccion, organizacion y andlisis.

La adopcién de técnicas de Big Data e Inteligencia Artificial (IA) ofrece la oportuni-
dad de extraer informacion valiosa y tomar decisiones mas acertadas en un entorno de alta
competitividad. Concretamente, se propone optimizar el manejo y procesamiento de datos
mediante la construccion de un Data Lake, la aplicaciéon de Web Scraping para la recoleccion
automatizada de informaciéon del COES y la implementacion de un pipeline ETL (Extrac-
ci6én, Transformacién y Carga de Datos) para transformar y limpiar datos. Seguidamente, se
emplean algoritmos de Machine Learning (K-Means) para identificar patrones y segmentar

clientes.



La presente tesis demuestra como estas innovaciones tecnoldgicas, aplicadas de forma sis-
tematica, es decir seguir un plan o secuencia de pasos para resolver el problema en EGEMSA,
pueden mejorar su capacidad analitica y, en consecuencia, fortalecer su posicion comercial

dentro del Sistema Eléctrico Interconectado Nacional (SEIN).

1.2. Justificacion

1.2.1. Conveniencia

La implementacion de técnicas de Big Data y de TA responde a la creciente necesidad en
la Gerencia Comercial de EGEMSA de gestionar grandes volimenes de datos y de aprovechar

el analisis de dichos datos para respaldar su posicionamiento en el mercado eléctrico.

1.2.2. Relevancia

El trabajo es relevante porque propone un enfoque replicable para empresas del sector
eléctrico y organizaciones con grandes volimenes de datos. La propuesta integra una meto-
dologia completa que abarca captura automatizada, depuracién por capas (BroncePlataOro)
y segmentacion de clientes mediante clustering, validada por un experto del drea comercial.
De este modo, contribuye al fortalecimiento de la gestion comercial basada en analitica de

datos en el sector energético.

1.2.3. Implicancias Practicas

» Simplificacién de la recoleccién de datos provenientes del COES.



» Organizacion centralizada de la informacion en un Data Lake.

= Segmentacién y analisis de clientes con técnicas de clustering, lo que agiliza la toma

de decisiones.

1.2.4. Valor tedrico

La tesis profundiza en la aplicacién practica del paradigma Data Lake (arquitectura de
medallones: Bronce, Plata, Oro) (Microsoft} 2024) y del algoritmo K-means para la solu-
cién de problemas reales de negocio, enriqueciendo la literatura y ofreciendo un referente

metodologico.

1.2.5. Utilidad Metodolégica

Se presenta un proceso paso a paso (recoleccién, limpieza, modelado) que puede ser
replicado o adaptado (Ver anexos A, By C ) en otras empresas o instituciones que manejen

grandes volimenes de informacién y requieran extraer conocimiento.

1.2.6. Justificacion del enfoque Big Data

La investigacion se enmarca en Big Data porque los datos del COES superan las capaci-
dades de las herramientas tradicionales debido a su volumen, variedad y velocidad. El reto
principal no es solo el almacenamiento, sino el procesamiento y anélisis oportuno de la in-
formacion. Por ello, Big Data se adopta como una necesidad técnica alineada con el enfoque

de las V.



1.2.7. Justificacion de la arquitectura Data Lake

Se justifica el uso de un Data Lake porque el problema en EGEMSA no era solo la
recoleccién de datos, sino su consolidacion y disponibilidad confiable. El Data Lake permite
almacenar datos en bruto, integrar miltiples fuentes y mantener el historico de informacion.
Asimismo, su organizacion por capas (Bronce, Plata y Oro) mejora la calidad, trazabilidad

y preparacion de los datos para analitica avanzada y modelos de Machine Learning.

1.3. Planteamiento y formulacién del Problema

1.3.1. Descripcion del problema

EGEMSA participa en el mercado eléctrico peruano, el cual se caracteriza por una cre-
ciente competitividad y una gran produccion de datos provenientes del COES. Actualmente,
la Gerencia Comercial de EGEMSA enfrenta ineficiencias en la recoleccién y organizacion
de dichos datos, que se agravan al no contar con herramientas de analisis que permitan

identificar patrones y oportunidades de negocio de manera agil.

1.3.2. Identificacién del problema

Recoleccién manual y fragmentada (dividida en miltiples archivos) de datos publicados
por el COES, lo que conlleva demoras y posibles errores. Limitada consolidacion de infor-
macion: los datos se almacenan en miultiples archivos Excel o bases locales sin un repositorio
centralizado (Data Lake). Falta de herramientas de IA que faciliten la biisqueda de patrones

de consumo de energia de los clientes.



1.3.3. Formulacion del Problema

1.3.3.1. Problema General

., Cémo las técnicas de Big Data (Data Lake) y de Inteligencia Artificial (particularmente

Machine Learning) mejoran la capacidad analitica en la Gerencia Comercial de EGEMSA?

1.3.3.2. Problema Especificos

» Ineficiencias en la recoleccién de datos que limitan la disponibilidad de informacién

actualizada sobre el consumo de energia en el mercado eléctrico.

» Dificultades en la organizacién y consolidacion de datos, afectando la calidad y veloci-

dad del andlisis en la Gerencia Comercial de EGEMSA.

= Falta uso de herramientas de Machine Learning para identificar patrones, que limitan

la capacidad analitica en la Gerencia Comercial de EGEMSA.

1.4. Alcances y limitaciones

1.4.1. Alcances

La presente investigacion se circunscribe a EGEMSA y al uso de la informacién publica
proporcionada por el COES, en el marco del SEIN. En este contexto, el estudio abarca los

siguientes alcances principales:

» Ambito organizacional: El trabajo se enfoca en EGEMSA, particularmente en la



problemética vinculada a la gestion, procesamiento y aprovechamiento de grandes vo-

limenes de datos para apoyar la toma de decisiones en el ambito comercial.

Ambito de los datos: Se consideran los datos asociados a las transacciones de energia
(inyecciones, retiros y valorizaciones eléctricas) provenientes del COES. Estos datos son

utilizados como insumo principal para la construccién de la soluciéon propuesta.

Ambito tecnolégico: La investigacién abarca el diseio e implementacion de una

arquitectura basada en:

e Un Data Lake para el almacenamiento centralizado y escalable de la informacion.
o Técnicas de Web Scraping para la recolecciéon automatizada de datos del COES.
o Un pipeline ETL para la depuracion, estandarizacion y organizacion de los datos.

o Algoritmos de Machine Learning, especificamente K-Means, para la identificacion

de patrones y la segmentacion de clientes.

Ambito analitico: El estudio se orienta a demostrar que la aplicacién sistemética de
técnicas de Big Data e Inteligencia Artificial permite mejorar la capacidad analitica de
EGEMSA y brindar insumos para fortalecer su posiciéon comercial en el SEIN, a través
de una segmentacion mas informada de sus clientes y el descubrimiento de patrones

de comportamiento.

Ambito metodolégico: La investigacion se centra en el disefio, desarrollo y validacién
de la solucién propuesta, destacando su aplicabilidad y pertinencia para EGEMSA.
No se busca desarrollar nuevos algoritmos de A, sino adaptar y aplicar metodologias

existentes al contexto especifico de la empresa y del mercado eléctrico peruano.



1.4.2. Limitaciones

La investigacion presenta las siguientes limitaciones, que acotan el alcance de los resul-

tados obtenidos:

= Dependencia de la calidad y disponibilidad de datos: La exactitud y utilidad
de los andlisis dependen de la calidad, completitud y consistencia de los datos propor-
cionados por el COES. Cualquier error, retraso o cambio en el formato de publicacion
puede afectar el proceso de recoleccion y el desempeinio del pipeline ETL y de los

modelos de Machine Learning.

= Restriccién al contexto de EGEMSA y del SEIN: Los resultados y conclusiones
estan estrechamente vinculados a la realidad operativa y comercial de EGEMSA y al
entorno regulatorio y de mercado del SEIN. Por ello, la generalizaciéon de la propuesta
a otras empresas o sistemas eléctricos debe realizarse con cautela y, de ser necesario,

con adaptaciones adicionales.

= Enfoque en un algoritmo de clustering especifico: La investigacién se centra
en el uso del algoritmo K-Means para la segmentacion de clientes. Si bien se trata de
una técnica ampliamente utilizada, existen otros algoritmos de clustering y enfoques
de TA que podrian generar resultados diferentes o complementarios, pero que no son

abordados en el presente estudio.

= Limitaciones en el alcance del analisis predictivo: El componente analitico se
focaliza en la identificacién de patrones y la segmentacién de clientes, mas que en la
elaboracién de modelos predictivos avanzados (por ejemplo, prondsticos de demanda
o ingresos). Dichos modelos podrian constituir lineas de investigacién futuras, pero no

forman parte del alcance de esta tesis.



= Restricciones de recursos tecnoléogicos y de tiempo: La implementacion del
Data Lake, el Web Scraping, el pipeline ETL y los modelos de Machine Learning se
desarrolla considerando las restricciones de infraestructura tecnoldgica y tiempo dispo-
nibles durante la investigacion. Por tal motivo, ciertas optimizaciones de rendimiento,
escalabilidad o automatizaciéon total de procesos quedan fuera del alcance del presente

trabajo.

1.5. Objetivos

1.5.1. Objetivo General

Mejorar la capacidad analitica en la Gerencia Comercial de EGEMSA utilizando técnicas

de Big Data e Inteligencia Artificial.

1.5.2. Objetivos Especificos

» Optimizar los procesos de recoleccion de datos mediante el uso de técnicas de Big Data

como Web Scraping, ETL y Data Lake.

= Mejorar la consolidacién y organizacion de datos para incrementar la calidad y rapidez

del analisis de datos de consumo de energia en la Gerencia Comercial de EGEMSA.

= Integrar herramientas de Machine Learning, especificamente el algoritmo K-Means,
para identificar patrones de consumo de energia que fortalezcan la capacidad analitica

en la Gerencia Comercial de EGEMSA.



1.6. Antecedentes

1.6.1. Antecedentes Internacionales

(Guiraldes Deck, 2020) El estudio analiza la Respuesta en Demanda (DR) en el Sistema
Eléctrico Nacional (SEN) con el fin de segmentar a los clientes libres y evaluar su flexibilidad
de consumo ante variaciones de precios. Utilizando datos horarios de inyecciones y retiros
de energia (septiembre 2018-agosto 2019), se clasificé a los clientes segiin sus perfiles de
consumo agrupados por estacion y tipo de dia y su sector econémico, identificado mediante
registros del Servicio de Impuestos Internos. La segmentacion se realiz6 con técnicas de
machine learning (t-SNE y DBSCAN) y la flexibilidad de cada grupo se caracterizo a partir

de entrevistas, aportando una base para modelar mercados eléctricos con DR.

(Ramirez, 2022)) La investigacién analiza el consumo eléctrico mensual de los clientes
regulados en Chile entre 2015 y 2021 para identificar patrones y predecir su categoria, em-
pleando K-Means para la agrupaciéon, K-NN para la clasificaciéon y PCA para determinar
las variables mas relevantes. Se encontré que el tipo de cliente, el ano y el mes son los facto-
res mds influyentes; mas del 96 % corresponde a clientes residenciales, responsables del 50 %
del consumo y de la estacionalidad mensual. Los resultados sirven como base para ajustar
politicas sobre tarifas, limites de consumo invernal y eficiencia energética, recomendandose

ampliar el estudio hacia la prediccion del consumo eléctrico.

(Figueroa Gallardo, 2021) El trabajo desarrolla dos aplicaciones en Python que inte-
gran y visualizan datos publicos del Sistema Eléctrico Chileno, actualmente dispersos entre
la Comisién Nacional de Energia (CNE) y el Coordinador Eléctrico Nacional (CEN), para
ofrecerlos en una tnica herramienta de andlisis. La primera, basada en datos de la CNE;,

representa la red de transmisién como nodos e incluye costos marginales y demanda proyec-



tada; la segunda, que emplea web scraping sobre datos del CEN, genera graficos a partir de
archivos RIO, costos marginales, mediciones y generacion real. El proyecto prioriza el uso de
librerias eficientes y la optimizacién de algoritmos, asegurando que todo el contenido visual

se genere previamente y que el codigo esté disponible para su libre uso y modificacion.

1.6.2. Antecedentes Nacionales

(Chino Espinoza, 2019)) La investigacion se centra en aplicar Mineria de Datos Temporal
(TDM) para analizar las variables de proceso de generacién y distribucion eléctrica registra-
das por el sistema SCADA de la empresa EGEMSA, el cual genera grandes voliimenes de
datos que normalmente se almacenan por solo tres meses. El trabajo consistié en extraer los
datos de forma segura, crear una base de datos historica, y aplicar técnicas de TDM, expre-
siones regulares y clustering para identificar patrones y caracteristicas en series temporales
provenientes de sensores y medidores de campo. Siguiendo la metodologia CRISP-DM, los
resultados obtenidos se entregaron a la empresa para apoyar la toma de decisiones, la gestion

de eventualidades y la planificacién de mantenimientos preventivos.

(Curo Martinez, 2022) La investigacién desarrollé un modelo predictivo basado en redes
neuronales artificiales para pronosticar la demanda eléctrica diaria del SEIN utilizando datos
historicos de 2015 a 2021 del COES, con el objetivo de reducir la demanda coincidente de un
usuario libre industrial. El modelo alcanzé un MAPE (Error Porcentual Absoluto Medio) pro-
medio de 0,993 %, permitiendo aplicar estrategias que disminuyen los costos de energia. Con
un enfoque cuantitativo, aplicado y explicativo, y siguiendo el método hipotético-deductivo,
se concluye que un prondéstico confiable de la demanda diaria es una herramienta efectiva

para optimizar el consumo y reducir gastos en el mercado eléctrico.

(Garcia Fernandez, [2021) La tesis presenta un modelo computacional para el pronéstico

a corto plazo de la demanda eléctrica peruana en el SEIN, comparando el desempeno de dos
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metodologias de machine learning: Teoria de Resonancia Adaptativa (ARTMAP Fuzzy) y el
modelo Neuro-Fuzzy (ANFIS). Incluye una propuesta de preprocesamiento de datos histéri-
cos para mejorar la precision, evaluando escenarios con datos de 2019 y 2020 y midiendo el

desempeno mediante el MAPE.
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Capitulo 2

Marco tedrico

2.1. Bases teoricas

2.1.1. EIl mercado eléctrico peruano

El mercado eléctrico peruano opera bajo la ley de Concesiones Eléctricas Decreto ley N°
25844 (jgob.pe, [2023) y su reglamento Decreto Supremo N° 009-93-EM (gob.pe, 2023), que
rigen la generacion, transmision, distribucion y comercializacion de electricidad en el Pert.
EGEMSA, una empresa ubicada en Cusco, sigue estas leyes nacionales ademés de cumplir
con regulaciones locales pertinentes. Este marco legal establece las normas para la operacion
eficiente y el suministro de energia eléctrica en el pais (Sociedad Nacional de Mineria Petroleo

y Energia, 2024]).

De otro lado, se considera un crecimiento previsto de la maxima demanda en el sector
eléctrico de 2,2 % promedio anual, lo que equivale a un incremento acumulado de 680 MW,
el cual incluye la demanda de proyectos, asi como un crecimiento promedio anual del PBI

de 2,1 % (Banco Central de Reserva del Pert, [2023)).
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Dada la importancia del mercado eléctrico para el desarrollo econémico y, dado que
presenta particularidades que podrian tornarlo complejo, es importante repasar y comprender
la organizacion de dicho mercado: ;como se estructura?, jcémo se clasifican los clientes a los
que se atiende?, ;cudles son los esquemas de comercializaciéon que operan?. En el siguiente

grafico se muestra el esquema de la organizacién del mercado eléctrico (Palmal 2022).

Figura 2.1: Organizacién del mercado eléctrico peruano

Fuente: Elaborado por (Palmal, 2022)

La estructura del mercado eléctrico peruano comprende tres actividades principales: gene-
racion, transmision y distribucién. La generacién eléctrica, que es la primera de las activida-
des del mercado eléctrico, consiste en transformar algin tipo de energia (térmica, mecénica,

luminica, entre otros) en energia eléctrica a través de la operacién de centrales de genera-
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ciéon eléctrica; la transmision eléctrica es la actividad que transporta la electricidad desde las
centrales eléctricas hacia los centros de consumo o puntos de distribucion; y, por ultimo, la
distribucion eléctrica tiene como funcion llevar el suministro de energia desde el sistema de
transmision hacia cada uno de los usuarios finales del servicio eléctrico. Estas tres activida-
des generacién, transmision y distribucién son esenciales para el funcionamiento del sistema

eléctrico (Dammert Lira, [2011)).

Luego, de acuerdo a la Ley para asegurar el desarrollo eficiente de la Generacién Eléctrica,
Ley N° 28832, la demanda de electricidad en el Pert tiene dos tipos de consumidores finales:
los Usuarios Libres y los Usuarios Regulados. Por un lado, los Usuarios Libres obtienen esta
categoria por su mayor consumo, y no estan sujetos a la regulaciéon de precios por la energia
o potencia que consumen, ademas pueden pactar libremente los términos de sus contratos
de compra de electricidad. Por otro lado, los Usuarios Regulados son los de menor consumo
y se encuentran sujetos a las tarifas fijadas por el regulador OSINERGMIN, sin posibilidad

de negociar los términos contractuales con quien les suministre la energia (Palmay, 2022)).

Tabla 2.1: Tipos de consumidor final de electricidad segun demanda mdzima

Tipo de usuario Demanda maxima
Usuarios Regulados Menor a 200 kW
Usuarios Libres Mayor a 2500 kW

Grandes Usuarios ~ Mayor a 10 MW (usuarios libres)

Fuente: Reglamento de ley de concesiones eléctricas. Decreto supremo N2009-93-EM

Los Usuarios Libres y los Usuarios Regulados, junto con otros actores, forman parte de dos
esquemas de comercializacion de la electricidad: el mercado minorista y el mercado mayorista.
Por un lado, la comercializacion en el mercado minorista o regulado ocurre entre los Usuarios

Regulados del servicio y cada operador que realiza la actividad de distribucion eléctrica. Por
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otro lado, la comercializacion en el mercado mayorista se refiere a la que se realiza a través
de transacciones bilaterales (contratos) entre los participantes de este mercado, que incluye a
generadores, distribuidores y usuarios libres (denominado mercado de largo plazo o mercado
de contratos); ademads, se refiere a la que se realiza a través de transacciones bilaterales de
compra de energia y potencia sobre la base de los Costos Marginales (CMg) (denominado

mercado de corto plazo o mercado spot).

Dado que la comercializacion del mercado minorista se realiza dentro de la actividad de
distribucion, vamos a profundizar en el funcionamiento del mercado mayorista que, como se

ha mencionado, estd compuesto por el mercado de contratos y el mercado spot.

En el mercado de contratos, se suscriben acuerdos bilaterales de suministro entre los
generadores y distribuidores, o entre generadores; asimismo, participan de estos contratos
los Usuarios Libres con capacidad de negociacién (por el alto nivel de consumo) que con-
tratan directamente con el generador o distribuidor que les brinde las mejores condiciones,
dichas transacciones se retinen en el mercado libre donde compiten los generadores entre si

y, también, con los distribuidores por brindar el servicio a un usuario libre.

En el mercado spot, se realizan las transferencias de potencia y energia, determinadas
por el COES, en las que pueden participar los generadores y distribuidores para atender a
sus Usuarios Libres y los Grandes Usuarios Libres, con las condiciones establecidas en el

reglamento del mercado mayorista de electricidad (Palmay, 2022)).
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Figura 2.2: Ejemplo de la organizacion del mercado eléctrico

Fuente: Elaborado por (Palmal 2022)

Cabe mencionar que, tanto el mercado minorista como el mayorista, tienen una orga-
nizacion que corresponde al de un sistema pool, es decir, toda la produccién de energia de
los generadores es inyectada a una misma piscina (bolsa) de la cual se atienden todos los
requerimientos de suministro eléctrico, tanto de los distribuidores como usuarios libres y
grandes usuarios. Por lo anterior, los generadores no conocen el destino de la energia produ-
cida, ni los clientes conocen el origen de la misma. En este sentido, el despacho de energia
es independiente e indistinto a los contratos financieros que puedan existir entre las partes;

no obstante, esto no implica que estos no se cumplan.

Ahora bien, este sistema pool surge debido a que la electricidad no se puede almacenar,

sino que se debe producir cuando existe demanda, razén por la que es necesario contar con
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un ente encargado de la organizacion del mercado para la comercializacién de la energia.
Para el caso del Pert este papel lo desempena el COES, quien se encarga de coordinar el
despacho de energia producida por las centrales en orden de mérito, de acuerdo con sus

costos variables (CV) de produccién, hasta que se logre cubrir la demanda.

Para entender de mejor manera lo anterior, debemos saber que anualmente cada genera-
dor declara cuél es el CV de cada una de sus plantas de generacion, los cuales son auditables;
luego, el COES estima la demanda a ser abastecida, la cual fluctia constantemente, para
finalmente ordenar el despacho fisico (llamar a produccién) a las centrales de generacién en
base al CV declarado, empezando por aquellas con menor CV hasta lograr cubrir la deman-
da. Es decir, la decisién de produccion de un generador depende de la instruccion del COES,
quien luego de haberla recibido, inyecta la energia producida a un pool de energia para ser
suministrado a las empresas distribuidoras o los clientes libres que la demanden (Palmal,

2022).

Figura 2.3: Ejemplo del despacho fisico del mercado eléctrico

Fuente: Elaborado por (Palmal, 2022)
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Por ejemplo, asumiendo que la demanda de energia es de 100 MWh, el COES llamara a
producir a los generadores disponibles ordenando el despacho primero del generador 1 (G1)
ya que tiene el menor CV de todos. Sin embargo, dado que su capacidad de produccion
(10 MWh) no es suficiente para cubrir la demanda, llamard a producir al generador 2 (G2)
que tiene una capacidad de produccién de 40 MWh vy finalmente al generador 3 (G3) que
tiene una capacidad de produccion superior a 50 MWh. De este tltimo solo requerira la

diferencia de capacidad para completar la demanda.

El precio del mercado spot en el periodo de tiempo para el que el COES determiné la

demanda sera el que corresponde al CV del dltimo generador que despachd C'Vis.

Ahora, como se menciono, los retiros de energia de un cliente no distinguen de quién
se esta tomando la energia, sino mas bien son atribuidos al generador que suministra la
energia a dicho cliente. Por tanto, la transaccion fisica no necesariamente se relaciona a las

transacciones financieras que derivan del mercado de contratos.

Recapitulando, desde el punto de vista técnico el mercado eléctrico se estructura a tra-
vés de tres actividades: generaciéon, transmision y distribucién. La comercializacion de la
electricidad generada tiene como usuarios finales a los Usuarios Regulados y los Usuarios
Libres, ademas de otros actores como los generadores y distribuidores cuyas transacciones
se desarrollan en dos tipos de mercado: el minorista y el mayorista. En este ultimo, a su
vez, se tiene el mercado de contratos y el mercado spot. Si bien la organizacion del mercado
eléctrico puede ser compleja, el entendimiento de los aspectos de su organizacién cobra ma-

yor importancia dada la contribucién de este sector en el desarrollo de la economia (Palma,

2022).
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2.1.2. Situacion actual de EGEMSA

EGEMSA son las siglas de la Empresa de Generacién Eléctrica Machupicchu S.A., que
desarrolla actividades de generacion de energia eléctrica por medio de sus instalaciones ubi-
cadas en el sur este del Pert, las cuales se encuentran conectadas al Sistema Eléctrico Inter-
conectado Nacional (SEIN), teniendo su sede institucional en la ciudad del Cusco, Capital

Arqueoldgica de América (EGEMSA| [2025)).

EGEMSA es una empresa estatal de derecho privado que inicia sus operaciones en 1994,
siendo su principal fuente de generacién la Central Hidroeléctrica Machupicchu. Desde en-
tonces se ha consolidado como una empresa abierta al avance tecnolégico y respaldada por la
experiencia de sus trabajadores, lo cual la ha convertido en una de las principales empresas
generadoras de energia eléctrica en el territorio peruano, con grandes perspectivas de una

mayor expansion en sus operaciones (EGEMSA| 2025)).
Gestion de Produccion

EGEMSA cuenta con una potencia instalada de 208.07 MW, distribuida en dos centrales
de generacién eléctrica: el 92.5 % corresponde a la Central Hidroeléctrica Machupicchu, y el

7.5 %, a la Central Térmica Dolorespata (en la actualidad, retirada de la operacién comercial

del COES) (EGEMSA] 2022).

En el 2022, las empresas de generacion eléctrica adscritas al SEIN produjeron 56 084.20
GWh, de los cuales el 50.79 % proviene de centrales hidraulicas; el 44.30 %, de centrales
térmicas, y el 4.91 % restante, de recursos energéticos renovables. Por su parte, las empresas
de generacion de energia de Fonafe (Electroperi, EGEMSA, Egasa, San Gabén y Egesur)
registraron una produccion de 9829.61 GWh en el 2022 y representaron el 17.53 % de la
energia generada por el SEIN, en el que EGEMSA contribuy6 con el 2.09 % de la produccién

nacional. La produccion de energia de la Central Hidroeléctrica Machupicchu en su conjunto
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alcanzo los 1172683 MWh, de los cuales 504 721 MWh corresponden a los grupos Pelton,
mientras que 667962 MWh al grupo Francis (EGEMSA| 2022).

Gestion Comercial

La politica comercial de EGEMSA, establecida en el Plan Estratégico, se orient6 a forta-
lecer la gestion comercial, relacionada con la optimizacion de ingresos por venta de energia
eléctrica y la suscripcion de diferentes contratos de suministro de energia que incrementoé y

fideliz6 su cartera de clientes.

La energia vendida a todos los clientes de EGEMSA durante el 2022 fue 1169 523 MWh,
de los cuales 334459 MWh (28.60 %) corresponde al mercado regulado y 407846 MWh

(34.87 %) pertenece al mercado libre. La venta en el mercado eléctrico mayorista fue 427218

MWh (36.53 %) (EGEMSA] [2022).

Figura 2.4: Venta de energia eléctrica por tipo de mercado

Fuente: Elaborado por (EGEMSA| 2022])
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El Departamento de Comercializacion es la unidad organica encargada de formular, eje-
cutar y supervisar las actividades referentes a las politicas comerciales de la empresa, asi

como, administrar los contratos en materia de precios y condiciones.

Figura 2.5: Estructura Orgénica de la Gerencia Comercial de EGEMSA

Fuente: Elaborado por (EGEMSA] [2024)

2.1.3. Big Data

Se entiende por Big Data el conjunto de estrategias, tecnologias y sistemas para el al-
macenamiento, procesamiento, analisis y visualizaciéon de conjuntos de datos complejos, que
frecuentemente, pero no siempre, viene definida por volumen, velocidad y variedad (Curtol,

2016}, |[Joyanes Aguilar, [2019).
Es el acceso a grandes volimenes de datos, pero el valor real no se encuentra en ellos,
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sino en lo que podemos hacer con ellos. No es la cantidad de informacion lo que marca la
diferencia, sino que se trata de nuestra capacidad para analizar series extensas y complejas de
datos que van mas alla de todo lo que hubiéramos podido hacer anteriormente. Esto significa
que todas las empresas, organismos gubernamentales o cualquier persona realmente pueden

utilizar el Big Data para mejorar la toma de decisiones (Marr} 2016; |Joyanes Aguilar, 2019)).

Big Data presenta desafios y oportunidades para las organizaciones, ya que pueden ex-
traer informacion valiosa, identificar patrones, tendencias y correlaciones significativas, y to-
mar decisiones basadas en datos a partir de estos conjuntos de datos masivos. Para gestionar
y aprovechar el potencial del Big Data, se utilizan tecnologias y herramientas especializa-
das como data lakes, sistemas de procesamiento distribuido, andlisis predictivo y machine

learning (Fang, 2015).

Definicién de Big Data

El término Big Data fue acunado por Doug Laney, analista de la consultora Gartner,
en 2001 (Joyanes Aguilar, 2019)), para referirse a todo el conjunto de datos cuya cantidad
o volumen normalmente terabytes o petabytes, velocidad y variedad exceden la capacidad
de manipular y procesar la informacion que tienen las herramientas tradicionales. Laney se
referia no sélo al volumen de datos, sino a su velocidad de generacion y a la gran variedad de
formatos. Este modelo se conoce como el modelo de las 3V de Big Data: (Joyanes Aguilar,

2019)

= Volumen: Tamano global del conjunto de datos, terabytes y petabytes, aunque ya

muchas empresas generan exabytes de informacion.

= Velocidad: Tiempo utilizado en la generacién de los datos, asi como la rapidez con

que necesitan ser procesados: en tiempo real o casi en tiempo real.

» Variedad: Amplia gama de datos que pueden contener los conjuntos de datos que pro-
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ceden de fuentes muy diversas: paginas web, texto, audio, video, fotografias, sensores,
datos de maquinas, datos de dispositivos méviles, etc. Los datos se clasifican en tres

tipos:
o FEstructurados: Datos de bases de datos relacionales y heredadas, en formato tabla.

e No estructurados: Audio, texto, fotografias.

o Semiestructurados: Archivos de texto, archivos XML, etc.

(Joyanes Aguilar, 2019)

Tipos de datos en Big Data

» Datos estructurados: Datos tradicionales almacenados en filas y columnas (tablas) y
que son los mas empleados en archivos y bases de datos ordinarios de las organizaciones

(Joyanes Aguilar, 2019)).

= Datos semiestructurados: No se ajustan a un esquema fijo y explicito; no se limi-
tan a campos determinados, mantienen marcadores para separar elementos. Tienen
informaciéon poco regular, de forma que no puede ser gestionada de un modo estan-
dar; utilizan lenguajes de marcacién de hipertexto o de marcas extensibles. Ejemplos:

documentos XML, HTML, datos de sensores, etc (Joyanes Aguilar, [2019)).

= Datos no estructurados: Son los datos mas complejos; se presentan en formatos
que no pueden ser facilmente manipulados por las bases de datos relacionales: archi-
vos Word, PDF, PPT, hojas de calculo, documentos multimedia, audio, voz, video,

fotografias, correos electrénicos (Joyanes Aguilar, 2019).
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2.1.3.1. Data Lake

Un Data Lake (Lago de Datos) es un repositorio de almacenamiento que contiene una
gran cantidad de datos en bruto en su formato original, incluyendo datos estructurados,

semiestructurados y no estructurados, que se guardan sin ningun procesamiento (raw data).

Un Lago de Datos es un depésito de datos masivo y de facil acceso para almacenar Big
Data. Hadoop es la tecnologia mas utilizada para crearlos. En esencia, un Data Lake es un
tipo de almacenamiento en el que la informacion almacenada tiene una estructura variable
(diferentes tipos de datos, texto, imagenes, mensajes, audios, ubicaciones fisicas, etc.), es

masiva, de facil y rapido acceso y resiliencia, sin atender a una logica de negocio especifica.

Los Lagos de Datos almacenan los datos en su formato mas béasico (en bruto), se actua-
lizan anadiendo mas informacién, pero nunca se modifica la informacion ya existente. De
este modo, los Data Lake permiten almacenar los datos en bruto y tenerlos disponibles en
todo momento y casi en tiempo real en su formato original. El uso de fuentes muy variadas

permite realizar andlisis complejos y modelos predictivos (Joyanes Aguilar, 2019).

Los Lagos de datos pueden almacenar datos en diversos formatos como JSON, CSV o
Parquet, brindando flexibilidad para diferentes tipos de procesamiento y analisis de datos.
En resumen, una arquitectura bien disenada de lago de datos respalda el almacenamiento,
procesamiento y analisis de datos para permitir que las organizaciones obtengan valiosos

conocimientos de sus activos de datos (Nargesianl, 2019)).
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Figura 2.6: Ejemplo de sistema de gestion de lago de datos

Fuente: Elaborado por (Nargesian, [2019)

2.1.3.2. Arquitectura de Medallones (Bronce, Plata, Oro)

Una arquitectura medallon es un patrén de disefio de datos que se usa para organizar los
datos légicamente. Su objetivo es mejorar de forma incremental y progresiva la estructura y
la calidad de los datos a medida que fluye a través de cada capa de la arquitectura (desde

las tablas de capa Bronce = Plata = Oro).

Las arquitecturas de medallén, a veces también conocidas como arquitecturas de varios
saltos, permiten que, al avanzar los datos a través de estas capas, las organizaciones mejoren
incrementalmente la calidad y la confiabilidad de los datos, haciéndolos més adecuados para

las aplicaciones de inteligencia empresarial y aprendizaje automéatico (Microsoft), 2024]).

En este ejemplo de arquitectura de medallon se muestran las capas de bronce, plata y

oro para su uso por parte de un equipo de operaciones empresariales.
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Figura 2.7: Ejemplo de una arquitectura de medalléon

Fuente: Elaborado por (Microsoft, [2024)

Capa de bronce (ops.bronze)

Ingiere datos sin procesar del almacenamiento en la nube, Kafka y Salesforce. No se

realiza ninguna limpieza o validacién de datos en esta capa (Microsoft, 2024).
Capa de plata (ops.silver)

En esta capa se lleva a cabo la limpieza y validacion de datos.

» Los datos sobre clientes y transacciones se limpian quitando valores NULL y eliminando

registros no validos.

= Estos conjuntos se unen para formar un nuevo conjunto denominado
customer_ transactions, que puede ser utilizado por cientificos de datos para analisis

predictivo.
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» Las cuentas y los conjuntos de oportunidades de Salesforce se unen para crear

account_opportunities, enriquecido con informacién adicional de las cuentas.

= Los datos de leads_raw se limpian en un conjunto denominado leads_cleaned.

(Microsoft}, 2024))
Capa dorada (ops.gold)

Disenada para usuarios empresariales y contiene menos conjuntos de datos que la capa

plata. Incluye:

» customer_spending: promedio y gasto total por cliente.

= account_performance: rendimiento diario de cada cuenta.

» sales_pipeline_summary: informacion de la canalizacién de ventas de extremo a ex-

tremo.

» business_summary: informacién altamente agregada para el personal ejecutivo.

(Microsoft}, 2024))

2.1.3.3. 'Web Scraping

La técnica de Web Scraping consiste en la extraccion de datos, informacién, imagenes,
documentos (entre otros) directamente desde un navegador web. Su realizacién puede ejecu-
tarla un usuario de manera manual o un bot, aunque lo mas frecuente es que sea de manera
automatizada. Tiene variadas aplicaciones y es posible implementarlo en distintas platafor-
mas y con distintos procesos, es decir, no hay un método tnico para realizar Web Scraping

(Figueroa Gallardo, [2021]).
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Las extracciones de informacion mas utilizadas son las siguientes:

= Web Scraping estatico de una sola pagina: todos los datos requeridos estan

disponibles en una tnica pagina.
= Web Scraping estatico de varias paginas del mismo dominio:

o Crawling Vertical: extraccion de informacion, datos o imagenes que, desde la

péagina inicial, redirigen hacia otra.

o Crawling Horizontal: extraccién de informacion en la cual es necesario cambiar

de pagina para recabar toda la informacién necesaria.

= Web Scraping en paginas dinamicas: extraccion de informacion, datos, imagenes
y/o documentos en paginas que requieren automatizar acciones del navegador, por
ejemplo, hacer clic en un botén para cargar toda la informacién disponible. A diferencia
de cambiar de pagina (donde normalmente cambia solo el niimero en la URL), en este

caso la URL no se altera.

= Web Scraping de API: requiere conocer la API que define la aplicacion o pagina
web; si no se conoce, se debe analizar su estructura. Este tipo de extraccién permite
obtener informacién y recibir retroalimentacién de lo ocurrido con el requerimiento del

bot o usuario, y suele utilizar el formato JSON.

Lenguaje y escritura de una pagina web

Actualmente, los lenguajes mas utilizados para escribir una pagina web son JSON (Ja-
vaScript Object Notation) y XML (FEztensible Markup Language). Dentro de este tltimo se

encuentra HTML (HyperText Markup Language), que corresponde a un tipo de XML.

Otra opcién de escritura es PHP (Hypertext Preprocessor), un lenguaje de programacién

utilizado para la generacién de paginas web de forma dindamica, que se adapta al codigo
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HTML. Puede considerarse como una opcién para simplificar el lenguaje HTML, ya que
permite introducir pequenos fragmentos de cédigo PHP en HTML para realizar diversas

funciones.

Estas incrustaciones pueden realizarse en cualquier parte del cédigo y en més de una

ocasién, alternando entre HTML y PHP en la escritura (Figueroa Gallardol, 2021)).
Lenguaje HTML

Este lenguaje, usado recurrentemente para desarrollar paginas web, se basa en una es-

tructura de arbol, donde los elementos estan ordenados de manera estructurada y jerarquica.

Para entender un poco el arbol, el tronco principal es designado como body y cada rama
corresponde a un hijo de este body llamado etiqueta HTML o tag HTML. Cada etiqueta
puede o no contener mas de un tag. La manera en que se puede diferenciar qué etiqueta es
padre o hijo de otra suele representarse mediante la indentacién (espacios entre el margen
izquierdo y el comienzo de las letras). Para poder escribir en este lenguaje se utilizan los
simbolos < > para encerrar el body o un tag; cada vez que se define un elemento se realiza

una apertura y un cierre.

Cada tag puede contener en su interior una serie de elementos que lo caracterizan atin
mas, los cuales son llamados atributos; los mas comunes corresponden a class e id, siendo
este ultimo un valor que no se repetira para ninguna otra etiqueta. Adicionalmente, cada
tag puede contener texto en su interior. Con todo lo anterior es posible armar un arbol mas

robusto (Figueroa Gallardo, 2021)).

Librerias para extraccion automatizada de datos web

= Selenium: herramienta con multiples funciones para la automatizaciéon de acciones

en una pagina web. Permite abrir una pagina desde el compilador, acceder a datos,
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imégenes o archivos especificos, llenar formularios (como login y password), hacer clic,
cambiar de pestana, etc. Es compatible con XML y lenguaje XPATH, siendo muy ttil

para Web Scraping dindmico (Figueroa Gallardo, 2021]).

= Requests: libreria que permite acceder de manera sencilla a cualquier URL, indepen-
dientemente de si requiere o no autenticacion. Es muy utilizada para extraer contenido
desde la web y principalmente para la descarga de archivos que, en el cédigo fuente de

la pagina web, contengan un enlace especifico de descarga (Figueroa Gallardo, 2021)).

» Scrapy: una de las librerias més comunes para realizar Web Scraping. Permite realizar
peticiones al servidor y analizar la informacion para la recoleccién de datos. Sus princi-
pales usos corresponden al crawling vertical y horizontal, incorporando funcionalidades

para recorrer multiples paginas relacionadas por paginacién (Figueroa Gallardol 2021]).

» Beautiful Soup (bs4): librerfa utilizada para recorrer y analizar el cédigo HTML
completo de una pagina, pudiendo extraer informacion, valores o imagenes deseadas

(Figueroa Gallardo, 2021)).

» Mechanize: libreria utilizada principalmente para rellenar y enviar formularios de
manera automatica, activar el uso de cookies y manejar acciones que podrian inte-
rrumpir la automatizacion del proceso de extraccién de datos. Permite navegar por
la web gracias a funciones que listan todos los enlaces y formularios presentes en una

pagina (Figueroa Gallardo|, 2021)).

2.1.3.4. Proceso ETL

La capa ETL (Eztract, Transform, Load) se centra en tres procesos principales: extrac-

ci6én, transformacion y carga de los datos (Joyanes Aguilar, |2019).

Extraccion: proceso de identificacién y recoleccion de datos relevantes o significativos de
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diferentes fuentes. Normalmente, los datos extraidos de fuentes internas y externas
no estan integrados y pueden estar incompletos o duplicados. Este proceso selecciona
unicamente los datos significativos para la toma de decisiones en las organizaciones.
Los datos extraidos se envian a un area de almacenamiento temporal denominada Data

Staging, previa al proceso de transformacion y limpieza.

Transformacion: conversion de los datos utilizando un conjunto de reglas de negocio (por
ejemplo, funciones de agregacién) para obtener formatos consistentes que faciliten la
generaciéon de informes y andlisis. Una vez que los datos se han limpiado y transfor-

mado, se almacenan nuevamente en el area temporal (Staging Area).

Carga: fase final en la que los datos del area de staging se transfieren al repositorio de
destino (por ejemplo, Data Warehouse o Data Marts), normalmente a través de un

almacén de datos operacional.

2.1.4. Inteligencia Artificial y Machine Learning

La inteligencia artificial (IA) se define como la capacidad de las computadoras para
realizar actividades que normalmente requieren inteligencia humana. Esto abarca el uso de
algoritmos, el aprendizaje a partir de datos y la toma de decisiones de manera similar a
como lo haria un humano. Las maquinas basadas en IA pueden analizar grandes cantidades
de informaciéon rapidamente y con significativamente menos errores en comparacién con los

humanos (Lasse Petteri, |2018)).

de Mantaras| (2017) considera que la Inteligencia Artificial tiene como objetivo disenar
algoritmos que, una vez programados, doten de comportamiento inteligente a las maquinas.
Por su parte, McCarthy| (2007)), uno de los padres de la Inteligencia Artificial, explicé que
entendia por Inteligencia Artificial (IA) “la ciencia y la ingenieria de crear maquinas inteli-

gentes, especialmente programas de computacion inteligentes. Estéd relacionada con la tarea
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similar de utilizar ordenadores para comprender la inteligencia humana, pero la TA no se

limita a métodos que sean observables biologicamente”.

Figura 2.8: Diagrama de venn de Data Science

Fuente: (Joyanes Aguilar, 2019, Mattew Mayo, KDnuggets, 2016; citado en)

2.1.4.1. Aprendizaje Automatico

Machine Learning (ML) se traduce al espanol como “aprendizaje automatico”, aunque
también se traduce como “aprendizaje maquina”. Se suele considerar una rama de la Inteli-
gencia Artificial que busca construir algoritmos que permitan a las computadoras “aprender”
a partir de conjuntos de datos y obtener como resultado un modelo que permita realizar pre-
dicciones, basdndose en dichos datos y no en instrucciones estaticas. El aprendizaje automé-
tico es una disciplina que toma experiencias de otras disciplinas, tales como la estadistica, la
complejidad computacional, ciencias de la computacion e ingenieria. La expansion del apren-
dizaje automatico como disciplina complementaria o auténoma de la Inteligencia Artificial
se debe, esencialmente, al diluvio de los datos (Big Data) que se han producido estos ultimos

anos. Existen diferentes tipos de algoritmos que dan diferentes categorias de aprendizaje

32



(Joyanes Aguilar, 2019).

Aprendizaje supervisado (Supervised Learning). Este tipo de aprendizaje utiliza
un conjunto de datos con entradas y salidas conocidas. El modelo se entrena para hacer
predicciones sobre nuevos datos, ajustando sus pardmetros internos para minimizar el error
(Alvarez Rubio, [2024). Requiere intervenciéon humana para indicar qué esta bien y qué estd
mal. En muchas otras aplicaciones de la computacion cognitiva, los humanos también propor-
cionan parte de la seméntica necesaria para que los algoritmos aprendan (Joyanes Aguilar],

2019).

Aprendizaje no supervisado (Unsupervised Learning). En este caso, los algo-
ritmos analizan datos que no tienen etiquetas, buscando patrones o grupos dentro de la
informacién. Es especialmente 1til en la exploracién de grandes conjuntos de datos (Alva-
rez Rubid, 2024)). La red aprende a reconocer caracteristicas y a agrupar ejemplos similares

(Joyanes Aguilar, 2019).

Aprendizaje reforzado (Reinforced Learning). Este enfoque se basa en que un
agente puede aprender a tomar decisiones mediante la interaccién con su entorno. Se premian
las acciones correctas y se penalizan las incorrectas (Alvarez Rubio, [2024)). Es un hibrido
entre el aprendizaje supervisado y no supervisado, inspirado en la psicologia conductista

(Joyanes Aguilar, [2019).

2.1.4.2. Agrupamiento (Clustering)

El agrupamiento o clustering es una técnica de aprendizaje no supervisado que consiste
en dividir un conjunto de datos en grupos o clusteres, de manera que los elementos den-
tro de cada grupo sean mas similares entre si que con los de otros grupos. scikit-learn,
una biblioteca de Python para aprendizaje automatico, ofrece diversas implementaciones

de algoritmos de clustering que pueden adaptarse a diferentes necesidades y tipos de datos
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(scikit-learn) 2025).

K-Means

El algoritmo de K-Medias es uno de los mas conocidos y utilizados en la técnica de agru-
pamiento. Su principal objetivo es dividir un conjunto de datos en K clisteres, minimizando
la variacion dentro de cada clister y maximizando la variacién entre clisteres distintos (Al-
varez Rubid, 2024)). El método de agrupamiento no supervisado busca encontrar la distancia
minima entre un conjunto de datos y el centro de cada grupo, generando asi una particién en
k grupos a partir de n observaciones. Cada grupo esté representado por el promedio de los
puntos que lo conforman, y el valor mas representativo de cada grupo se llama centroide. El

parametro k, que indica la cantidad de grupos a descubrir, debe establecerse previamente.

Una manera de determinar el nimero de grupos antes de aplicar el algoritmo K-Means
es mediante el método del codo. Este método calcula la suma de las distancias al cuadrado
desde cada punto hasta su centroide asignado en cada iteraciéon de K-Means. Durante cada
iteracion, se ejecuta el algoritmo con un ntmero distinto de grupos, lo que resulta en un

grafico que muestra la suma de las distancias al cuadrado en funciéon del nimero de grupos.

Uno de los desafios principales del algoritmo K-Means es que su resultado puede variar
para un mismo conjunto de datos, debido a que los centroides iniciales se seleccionan de
forma aleatoria. Esta caracteristica tiene un impacto directo en todo el proceso del algoritmo

y puede generar resultados diferentes en cada ejecucion (A. Sotol, 2023)).
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Figura 2.9: Diagrama de Flujo Algoritmo K-Means

Fuente: Elaborado por (A. Soto, [2023)

Pasos para implementar el algoritmo K-Means (A. Soto, [2023)):

1. Determinar el nimero k de grupos que se pretenden encontrar.

2. Elegir aleatoriamente k analisis del conglomerado de datos como centroides primarios:

0 0 0
20,29, 79

3. Asignar cada observaciéon x al centroide mas cercano utilizando la distancia euclidiana.
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La asignacion de la muestra x al cltuster Ci(k) se define como:

a:ECi(k), si d(:c,Zi(k))<d<:c,ZJ(k)), 1=1,2,...0k; 1#£g

4. Recalcular los centroides de cada uno de los & clusteres:

1
Z5 = Z N (R)x, i=1,2,.. .k

3
n; zeC;
. k
donde n; es el nimero de elementos en C’f ),

5. Repetir los pasos 3 y 4 hasta que las asignaciones no cambien o se alcance el niimero

maximo de iteraciones.

DBSCAN (Density-Based Spatial Clustering of Applications with Noise)

El algoritmo DBSCAN es una herramienta disefiada para identificar grupos y ruido en
bases de datos espaciales. Define los grupos como el conjunto mas extenso de puntos conecta-
dos con una densidad especifica. Entre sus ventajas se destacan su simplicidad y su capacidad

para descubrir agrupaciones con caracteristicas diversas, revelando valores especiales.

Para la implementacion de DBSCAN se requiere de forma previa conocer dos parametros

principales:

» Epsilon (¢): la distancia maxima entre dos puntos cercanos.

= MinPts: el nimero minimo de puntos cercanos alrededor de un punto especificado

para ser determinado como punto central.

Con los parametros indicados, cada observacion puede clasificarse como un punto central,

un punto de borde o un punto considerado como ruido (A. Soto, 2023)).
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Figura 2.10: Diagrama de Flujo Algoritmo DBSCAN

Fuente: Elaborado por (A. Soto, [2023])

El proceso de DBSCAN contintia hasta que todos los objetos han sido procesados. Los
puntos que no se asignan a ninguin grupo se consideran puntos de ruido, mientras que aquellos
que no son ni ruido ni puntos centrales se denominan puntos de borde. De esta manera,
DBSCAN construye grupos donde los puntos son clasificados como puntos centrales o puntos

de borde, y es posible que un grupo tenga mas de un punto central.

El algoritmo comienza seleccionando un punto p arbitrario. Si p es un punto central, se
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forma un grupo y se incluyen todos los objetos alcanzables desde p. Si p no es un punto

central, se visita otro objeto del conjunto de datos (A. Soto|, 2023).
Clustering Jerarquico

Los métodos de clisteres jerarquicos son una técnica de agrupamiento que permite orga-
nizar un conjunto de datos en una jerarquia de clisteres o grupos, desde los mas generales

hasta los mas especificos.

Estos métodos son ampliamente utilizados en andlisis de datos, exploracion de datos
y mineria de datos debido a su capacidad para visualizar la estructura de los datos y su
flexibilidad en la aplicacién a diferentes tipos de conjuntos de datos (Chester and Maecker],

2015; Alvarez Rubiol 2024).
Aglomerativos

El enfoque aglomerativo es uno de los mas comunes dentro de los métodos jerarquicos.
En este método, el proceso de agrupamiento comienza con cada observacién (o punto de
datos) considerada como un clister individual (Rodriguez, 2023; |Alvarez Rubio, [2024). Por
lo tanto, si se tienen /N observaciones, se inicia con N clusteres. El proceso sigue avanzando y

se fusionan los cltsteres mas cercanos en etapas sucesivas, formando clisteres mas grandes.

Los pasos basicos del algoritmo aglomerativo son:

1. Calculo de la matriz de distancias: Se mide la distancia entre cada par de puntos
de datos, utilizando métricas como la distancia euclidiana, Manhattan o la distancia

de Minkowski.
2. Fusidén de clasteres: Se identifica el par de clusteres méas cercanos y se combinan.

3. Actualizacion de la matriz de distancias: Tras la fusion, se recalcula la distancia

entre los nuevos clusteres y los restantes.
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4. Repeticion: Se repiten los pasos anteriores hasta que todos los puntos se unan en un

solo cluster o se alcance un nimero predefinido de clusteres.

El resultado de este proceso se puede representar mediante un dendrograma, que es una

representacion grafica que muestra la relacion entre los clisteres y las distancias a las que se
fusionan (Alvarez Rubio| 2024)).
Divisivos

El método divisivo, en contraste con el enfoque aglomerativo, comienza con todos los da-
tos formando un tnico clister y posteriormente lo divide en clisteres mas pequenios (Rodri-
oued, 2023; Alvarez Rubio, 2024)). Este método puede ser menos intuitivo que el aglomerativo,

pero también ofrece ventajas dependiendo de la naturaleza de los datos.

Los pasos basicos del método divisivo son:

1. Inicio con un tnico cluster: Todos los datos se inicializan en un solo clister.

2. Division de clusteres: En cada iteracion, se selecciona un cluster para dividir, ba-

sandose en criterios como la varianza dentro del cluster.

3. Division recursiva: El proceso de division se repite para los clisteres obtenidos hasta

que se alcanza un ntimero deseado o se cumplen otras condiciones de parada.

Ambos métodos, aglomerativo y divisivo, ofrecen versatilidad y adaptabilidad al analisis
de clusteres, siendo herramientas valiosas en la ciencia de datos y el aprendizaje automatico.
Sin embargo, la eleccion entre ellos depende de la estructura de los datos y los objetivos

especificos del andlisis (Alvarez Rubio, 2024).
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2.1.4.3. Reduccién de dimensionalidad

Principal component analysis (PCA)

Este es un algoritmo de reduccion de dimensionalidad mediante calculo de covarianza
y una transformacion lineal. Es decir, se reduce la dimencionalidad de datos, conservando

aquellos que representan de mejor forma la variaciéon dentro de la muestra.

A continuacién, se resumen los pasos que realiza un algoritmo de pca. Para esto se
contempla un conjunto de datos compuesto por N muestras (por ejemplo, clientes del sistema)

y M dimensiones (por ejemplo, su consumo horario en un ano).

1. Estandarizacién: Se realiza una estandarizacién de cada dimensiéon para que las
variables puedan ser comparables (es distinto comparar una variable que va de 0 a 1,

que una de 0 a 100).

2. Matriz de covarianza: Se calcula la matriz de covarianza del conjunto de datos. Esto

resulta en una matriz de MxM.

3. Vectores y valores propios: Se calculan los vectores y valores propios de la matriz
de covarianza. Los valores propios indican cuanta informacién de varianza contiene su
vector propio asociado respecto a las demas componentes. De esta forma se ordenan los
valores propios desde los que contienen mayor informacién a menor. Luego se selecciona
un numero p de componentes a preservar, que indicara la nueva dimensionalidad del

conjunto. Es decir, si antes tenia M dimensiones, ahora se tienen p.

4. Transformacion: Los vectores propios asociados a las p componentes escogidas se ge-
nera una matriz de transformacion. Luego se realiza la transformacion lineal al dataset

inicial estandarizado (Guiraldes Deck| 2020)).
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2.1.4.4. Meétricas de validacion

Coeficiente de Silueta

El Coeficiente de Silueta se calcula utilizando la distancia media dentro del conglo-

merado (a) y la distancia media entre conglomerados mas cercanos (b) para cada muestra.
El Coeficiente de Silueta de una muestra se define como:

b—a

§=———
méax(a, b)

Para aclarar, b es la distancia entre una muestra y el conglomerado mas cercano que no
forma parte de la muestra. Ten en cuenta que el Coeficiente de Silueta sélo se define si el
numero de etiquetas cumple:

2 S Nabels < Nsamples — 1

Esta funcién devuelve el Coeficiente de Silueta medio sobre todas las muestras. Para

obtener los valores de cada muestra, se utiliza silhouette_samples.

El mejor valor es 1 y el peor es —1. Los valores cercanos a 0 indican conglomerados
superpuestos. Los valores negativos suelen indicar que una muestra ha sido asignada al

conglomerado equivocado, ya que otro conglomerado es més similar (scikit-learn, [2025)).
Indice de Davies-Bouldin

La puntuacién se define como la medida promedio de similitud de cada claster con su
clister més similar, donde la similitud es la razén entre las distancias dentro del claster y
las distancias entre clisteres. Por lo tanto, los clisteres que estan mas separados entre si y

son menos dispersos resultaran en una mejor puntuacion.

41



La puntuacién minima es cero, y valores mas bajos indican una mejor agrupacion (scikit-

learn, 2025)).
Inercia o Suma de Cuadrados Dentro de los Clisteres (WSS)

Para obtener el K éptimo (Yajure Ramirez, 2022)). emple6 el método del codo, utilizando
como métrica la inercia, la cual es la funcion de costo de los clisteres, y consiste en minimizar
la sumatoria de los cuadrados de la diferencia de cada punto al centro del cluster al que

pertenecen.

2.1.5. Herramientas tecnolégicas adicionales

2.1.5.1. Python

Python es un lenguaje de programacion potente y facil de aprender. Tiene estructuras de
datos de alto nivel eficientes y un simple pero efectivo sistema de programacién orientado a
objetos. La elegante sintaxis de Python y su tipado dindmico, junto a su naturaleza inter-
pretada lo convierten en un lenguaje ideal para scripting y desarrollo rapido de aplicaciones

en muchas areas, para la mayoria de las plataformas.

El intérprete de Python y la extensa libreria estandar se encuentran disponibles libre-
mente en codigo fuente y de forma binaria para la mayoria de las plataformas desde la Web
de Python, https://www.python.org/, y se pueden distribuir libremente. El mismo sitio tam-
bién contiene distribuciones y referencias a muchos moédulos libres de Python de terceros,

programas, herramientas y documentacion adicional.

El intérprete de Python es facilmente extensible con funciones y tipos de datos implemen-
tados en C o C++ (u otros lenguajes que permitan ser llamados desde C). Python también

es apropiado como un lenguaje para extender aplicaciones modificables (Python Software

=
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Foundation, 2025)).

2.1.5.2. Scikit-learn

Scikit-learn es un médulo de Python que integra una amplia gama de algoritmos de
aprendizaje automatico de ultima generacion para problemas supervisados y no supervisa-
dos a mediana escala. Este paquete se centra en llevar el aprendizaje automatico a los no

especialistas utilizando un lenguaje de alto nivel de propoésito general.

Se hace hincapié en la facilidad de uso, el rendimiento, la documentacion y la consistencia
de la API. Tiene dependencias minimas y se distribuye bajo la licencia de software de c6digo
abierto simplificada, fomentando su uso tanto en entornos académicos como comerciales.
El cédigo fuente, los binarios y la documentacion se pueden descargar desde http://scikit-

learn.sourceforge.net (Pedregosay, 2011)).

Scikit-learn es una biblioteca de aprendizaje automatico de cédigo abierto que admite
aprendizaje supervisado y no supervisado. También proporciona varias herramientas para
ajuste del modelo, preprocesamiento de datos, seleccion del modelo, evaluacion del modelo,

etc y muchas otras utilidades (scikit-learn, 2025)).

2.1.5.3. Spyder IDE

Spyder es un entorno cientifico e IDE de codigo abierto, desarrollado de forma comunitaria
y escrito en Python para Python. Desarrollado para combinar la potencia de una herramienta
de desarrollo integral con la velocidad de un paquete de exploracion de datos interactivo,

todo en una interfaz facil de usar.

Los analistas de datos, cientificos e ingenieros requieren mucha experimentacion, retro-

alimentacion rapida y ciclos de iteracion cortos al programar. Spyder fue disenado desde el
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inicio en torno a ese flujo de trabajo.

Se integra muy bien con las librerias cientificas mas populares Spyder incluye integracion
lista para usar con Matplotlib, Pandas y muchas otras librerias para ayudarte a trabajar

més eficientemente con ellas.

Spyder ayuda a pasar de archivos individuales a médulos y paquetes estructurados y
reutilizables sin perder interactividad. También incluye potentes herramientas de desarrollo

de software (Spyder Project Contributors|, 2025)).

2.1.5.4. Visual Studio Code

Visual Studio Code cuenta con un editor de codigo fuente increiblemente rapido, perfecto
para el uso diario. Con soporte para cientos de idiomas, VS Code lo ayuda a ser productivo
al instante con resaltado de sintaxis, coincidencia de corchetes, autoindentacion, seleccién
de cajas, fragmentos y mas. Los atajos de teclado intuitivos, la facil personalizacién y las
asignaciones de atajos de teclado aportadas por la comunidad le permiten navegar por su

c6digo con facilidad.

Para una codificacion seria, a menudo se beneficiara de herramientas con mas compren-
sion del codigo que solo bloques de texto. Visual Studio Code incluye soporte incorporado
para la finalizacién del cédigo IntelliSense, la comprension y navegacion del codigo semantico

enriquecido y la refactorizacion del codigo.

Y cuando la codificacién se pone dificil, los dificiles consiguen depuracion. La depuracién
es a menudo la tinica caracteristica que los desarrolladores pierden mas en una experiencia de
codificacion mas agil, por lo que lo hicimos posible. Visual Studio Code incluye un depurador
interactivo, por lo que puede pasar por el codigo fuente, inspeccionar variables, ver pilas de

llamadas y ejecutar comandos en la consola.
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VS Code también se integra con las herramientas de compilaciéon y scripting para realizar
tareas comunes que hacen que los flujos de trabajo cotidianos sean mas rapidos. VS Code
tiene soporte para Git para que pueda trabajar con el control de origen sin salir del editor,

incluida la visualizacién de cambios pendientes (Microsoft Corporation, [2025)).

2.1.5.5. Anaconda

Anaconda ofrece herramientas para construir modelos de ciencia de datos y aprendizaje
automatico, desplegar tu trabajo en produccion y gestionar equipos de ingenieros de forma

segura.

Entre las herramientas destacadas se encuentra Anaconda Navigator, una interfaz grafica
de usuario que permite lanzar aplicaciones y gestionar paquetes, entornos y canales de conda
sin necesidad de utilizar la linea de comandos. Navigator puede buscar paquetes en Ana-
conda.org o en un repositorio local de Anaconda y esta disponible para Windows, macOS y

Linux.

Ademas, Anaconda proporciona una distribuciéon de ciencia de datos en Python que
incluye mas de 300 paquetes populares de ciencia de datos y aprendizaje automatico. Para
una instalacién mas ligera, Miniconda ofrece solo conda y sus dependencias, permitiendo a

los usuarios instalar paquetes segin sea necesario (Anaconda, Inc.| 2025).

2.1.5.6. Microsoft SQL Server

Microsoft SQL Server es un sistema de gestion de bases de datos relacionales desarrollado
por Microsoft. Permite a las aplicaciones y herramientas conectarse a una instancia o base

de datos y comunicarse mediante Transact-SQL (T-SQL).

Entre sus principales caracteristicas se destacan:

45



= Inteligencia en todos tus datos: Permite consultar diversas plataformas de datos, como
Azure SQL Database, Azure Cosmos DB, MySQL, PostgreSQL, MongoDB, Oracle y

Teradata, sin necesidad de mover o replicar los datos.

s Eleccion de idioma y plataforma: Ofrece la flexibilidad de ejecutar SQL Server en
entornos locales, en la nube y en el perimetro, utilizando contenedores de Windows y

Linux, y gestionando implementaciones con Kubernetes.

= Rendimiento lider en el sector: SQL Server ha demostrado un rendimiento excepcional
en pruebas comparativas de cargas de trabajo OLTP y almacenamiento de datos,

destacando en aplicaciones del mundo real.

» Plataforma de datos segura: Proporciona una infraestructura escalable que permite
a las organizaciones implementar soluciones de inteligencia empresarial en toda la

empresa, ofreciendo seguridad y confiabilidad en la gestién de datos (Microsoft, [2025)).

2.1.5.7. Pandas

Cuando se trabaja con datos tabulares, como los datos almacenados en hojas de calculo
o bases de datos, pandas es la herramienta adecuada para usted. pandas le ayudara para

explorar, limpiar y procesar sus datos. En Pandas, una tabla de datos se llama DataFrame.

Pandas es una biblioteca de Python que permite integrar y manejar datos desde multi-
ples fuentes y formatos (CSV, Excel, SQL, JSON, Parquet, entre otros) mediante funciones
read_* y to_x. Facilita la seleccion, filtrado y extraccion de filas o columnas, asi como la
visualizacién de datos gracias a su integraciéon con Matplotlib. Permite realizar manipu-
laciones eficientes sin necesidad de bucles, como crear nuevas columnas a partir de otras y
calcular estadisticas bésicas (media, mediana, minimo, maximo, conteos). Ofrece herramien-
tas avanzadas como agrupaciones, tablas pivote, transformaciones de estructura (melt(),

pivot()), concatenacién y fusiones de tablas. Ademads, tiene soporte robusto para series
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temporales y manejo de fechas, y provee funciones para limpiar y procesar datos textuales,
lo que lo convierte en una herramienta versatil y esencial para el analisis de datos. (Pandas|,

2025)).
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Capitulo 3

Metodologia de la investigacion

La metodologia se sustenta en la revision bibliografica exhaustiva, la recoleccién de datos
a través de Web Scraping y la creacién de un Data Lake para almacenar y gestionar la
informacion. Posteriormente, se realizan procesos ETL para la limpieza y normalizacién de
los datos en la capa Plata. En la capa Oro, se implementan algoritmos de IA (K-Means)
para identificar patrones relevantes del consumo de energia eléctrica, siguiendo un flujo de
trabajo que incorpora validaciones mediante métricas de calidad de los clisteres (por ejemplo,

Método del Codo, Coeficiente de Silhouette).

3.1. Tipo, enfoque y diseno de la investigacion

La investigacién adopta un enfoque cuantitativo y es de tipo aplicada, orientada a resolver
el problema de gestién y aprovechamiento de grandes volimenes de datos en EGEMSA. El
nivel es descriptivo - exploratorio, pues se caracteriza el comportamiento de las transacciones
de energia y se exploran patrones de clientes mediante técnicas de clustering. El disefio es
no experimental, transversal y retrospectivo, dado que se trabaja con datos histoéricos del

COES sin manipular variables y considerando un periodo de anélisis determinado.
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Metodolégicamente, el estudio se estructura en tres etapas:

1. Recoleccién y almacenamiento de datos mediante Web Scraping y construccion de un

Data Lake.

2. Preparacion y transformacion a través de un pipeline ETL para limpieza, estandariza-

cién y generacion de variables analiticas.

3. Modelado y analisis con el algoritmo de Machine Learning K-Means para segmentar

clientes.

Se emplean métodos analitico, sintético e inductivo, y técnicas especificas como el método
del codo y el coeficiente de silueta para determinar y evaluar la calidad de los clusters. Las
principales métricas consideradas incluyen la inercia, el coeficiente de silueta, indicadores
descriptivos por cluster (tamafios, promedios, participacién en energia y valorizaciones) y

criterios de relevancia comercial definidos por la Gestiéon Comercial de EGEMSA.

Como instrumentos, se utilizan scripts de Web Scraping, flujos ETL y un diccionario de
datos, ademés de herramientas de software para almacenamiento, procesamiento, andlisis
estadistico y visualizacion. La validacién de resultados se complementa con el juicio del
experto de EGEMSA, quien evalia la coherencia y utilidad de los clusters para apoyar la

toma de decisiones en el contexto del mercado eléctrico peruano.

3.2. Proceso de ciencia de datos

Segun explican (Cielen et all [2016, p. 23), el proceso de ciencia de datos se organiza tipi-
camente en seis pasos principales: definir el objetivo de la investigacion, recopilar los datos,
prepararlos, explorarlos, construir y evaluar el modelo, y finalmente presentar o automatizar

los hallazgos.
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Figura 3.1: Descripcién general del proceso de Machine Learning

Nota. Adaptado de “Introducing Data Science” de (Cielen et al., [2016), p. 23). Por |Ramirez (2022))

3.2.1. Establecer objetivos de la investigacion

En esta primera etapa, se establecié con precision el propédsito de aplicar técnicas de Big

Data e Inteligencia Artificial para reforzar la capacidad analitica de la Gerencia Comercial de

EGEMSA. Véase[Capitulo 1, Seccion 1.5 Objetivos, asegurando la alineacion con la estrategia

de la Gerencia Comercial y la relevancia para el contexto competitivo del mercado eléctrico

peruano.
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Figura 3.2: Data Lake implementado en EGEMSA

Fuente: Elaboracion propia

La Figura 3.2 representa la arquitectura del Data Lake utilizada para la gestion y analisis
del consumo de energia eléctrica, estructurada en tres capas: Bronce, Plata y Oro. En la capa
Bronce se almacenan los datos en bruto obtenidos mediante web scraping y archivos Excel
provenientes de fuentes principales como COES, sin aplicar transformaciones. En la capa
Plata, los datos se limpian, normalizan y enriquecen con informacion de fuentes secundarias
(como SUNAT e INEI) mediante procesos ETL, garantizando su calidad y coherencia. Fi-
nalmente, en la capa Oro los datos se integran y transforman siguiendo reglas de negocio,
para facilitar su analisis. Los datos resultantes son utilizados en la etapa de consumo, donde
se generan reportes, se ejecutan consultas SQL y se aplican algoritmos de Machine Learning

para identificar patrones y obtener informacién valiosa para la toma de decisiones.
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3.2.2. Extraccién o recuperacion de datos

En este paso, con el apoyo del personal especializado de la Gerencia Comercial de EGEM-
SA se identific6) y se tuvo acceso a las fuentes de informacién publicados por el COES.
También se contemplan mecanismos de recopilaciéon automatizada como Web Scraping y se
efectiian validaciones iniciales para asegurar la pertinencia y exactitud de los conjuntos de

datos.

3.2.2.1. Datos obtenidos del COES

Se obtuvo datos del Portal Web del |COES| (2025)) especificamente de la pagina de Liqui-

daciones del MME.

En esta pagina web se encuentran archivos en formato Excel (.xlsx) los cuales contie-
nen informacion mensual organizada por cada afio, correspondiente a las valorizaciones de

transferencias de Energia realizada entre los participantes del MME del Per.
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Figura 3.3: Portal web del COES

Fuente: Obtenido del portal web del COES (2025)).

Para acceder a los datos, se debe seguir los siguientes pasos:

1. Acceder a la carpeta llamada “01 Mercado de Corto Plazo”

2. Acceder a la carpeta llamada “Liquidaciones VITEA”

3. Acceder a la carpeta llamada segun el ano (2018, 2019, 2020, etc.)

4. Acceder a la carpeta llamada segin el mes (01_FEnero, 02_ Febrero, 03 Marzo, etc.)

5. Dependiendo si hay revisiones a la data, acceder a la carpeta llamada “Revisién [niimero
de revisién]” (para nuestro analisis se usé la tltima revisién disponible a abril 2025).

En caso no haya revisiones, acceder a la carpeta llamada “Mensual”

6. Identificar el archivo tipo Excel que contiene la palabra “Resumen_ cuadros”
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7. Click en el nombre del archivo y se iniciara la descarga correspondiente.

Navegacion de ejemplo:
01 Mercado de Corto Plazo — Liquidaciones VITEA — 2024 — 01 __Enero — Revision 03

— Resumen_ cuadros-0124-R3.xlsx
Web Scraping

Para obtener datos del COES de forma més rapida, se desarrollé6 una aplicacion en
Python con el objetivo de realizar Web Scraping vertical ya que se centra en un solo sitio
web o dominio. Ver anexo A, automatizando la descarga de los archivos, es decir, automatizar

los pasos previamente descritos, logrando una mejora en la recolecciéon de los mismos.

Los archivos descargados contienen la informacién de interés para la carga a la base de
datos. Sin embargo, dichos archivos presentan problemas como: Datos nulos, errores de tipeo

e inconsistencia de datos en nombres de empresas.
Proceso ETL completo para la valorizacién de energia

Este proceso consta de las siguientes etapas:

1. Descarga del archivo Excel del portal.
2. Extraccion de datos de la hoja de Excel descargada.

3. Transformacién de los datos extraidos (limpieza, renombrado de columnas y adicién

de campos).

4. Carga de los datos transformados en la base de datos.

Etapa 1
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En esta etapa, es donde se aplico Web Scraping, que viene a ser el método principal para
la descarga de archivos Excel en total 84. A continuacién, se detallan las tareas involucradas:

1. Navega a la seccion “Mercado de Corto Plazo”.

2. Ingresa a “Liquidaciones VTEA”.

3. Selecciona el afio y mes requeridos.

4. Realiza la navegacion dinamica para identificar y descargar el archivo.

ot

. Espera hasta que se detecte el nuevo archivo .x1sx en el directorio de descargas.

6. Cierra el navegador.

Etapa 2

Extrae y procesa los datos de la hoja “CUADRO 4” de un archivo Excel, utilizando la

libreria pandas de python como herramienta ETL.

Figura 3.4: Pantallazo del archivo Excel cuadro 4

Fuente: Obtenido del portal web del |COES| (2025).
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1. Lee el archivo Excel sin cabecera definida.
2. Delimita el area de datos de interés. Cuyas columnas se muestran en la figura 3.4.

3. Filtra las filas que tengan menos de 5 valores no nulos. Tomando éste criterio para
ubicar los datos correctos para el analisis.
def extract_data_from_sheet(self,path):

data = pd.read_excel(path,sheet_name="CUADRC 4", header=None,dtype = str
data = self._delimit_data(data)

data = data.dropna(thresh=5,ignore_index = True}
return data

Figura 3.5: Codigo que muestra los 3 pasos anteriores.

Fuente: Elaboracién propia (2025).

Etapa 3

Transforma los datos aplicando las siguientes operaciones:

1. Elimina espacios en blanco de cada valor de tipo cadena.

2. Renombra las columnas del cuadro 4 con nombres predefinidos: Empresa, BarraTrans-
ferencia, TipoUsuario, TipoContrato, EntregaRetiro, ClienteCentralGeneracion, Ener-

giaMWh, ValorizacionSoles, RentaCongestionLicitacion, RentaCongestionBilateral.
3. Agrega una columna “Periodo” con el formato “ano-mes” (yyyy-mm).

4. Agrega una columna “FechaCreacion” con la fecha y hora actual.

Etapa 4

Carga los datos en la tabla (bronce.ValorizacionEnergia) de la base de datos relacio-

nal.
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1. Los datos se insertan en el esquema bronce. Si la tabla ya existe, se anaden nuevos

registros.

Librerias de Python utilizadas

Selenium: nos permite navegar en el sitio web.

Pathlib: se usa para identificar la ruta de los archivos.

Glob: esta libreria es para identificar el nombre del archivo.

SQLAIchemy: nos permite la conexion a la base de datos.

Pandas: se utiliza para la lectura, analisis y manipulacién de datos.

Variantes de Empresas

Uno de los principales problemas al analizar la data es que los nombres de las empresas son
colocados a criterio de cada agente generador, lo que genera nombres distintos (variantes)

e incluso errores de tipeo.
Identificar variantes

Para identificar variantes, lo primero fue ordenar la data y empezar a asociar variantes

por similitud de nombres:

= Podrian variar por error de tipeo de algunas letras.

Seguidamente, se usé la sintaxis LIKE de SQL Server para buscar por similitud de texto:

» Podrian variar cuando se agrega o no el tipo de empresa (S.A., S.A.C., S.R.L., etc.).
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Los casos mas dificiles se dejan para el final y se identifican analizando los archivos Excel
originales, revisando mes a mes si hubo cambios de razén social y verificando quién es el

generador y el cliente.

Buscar RUC asociado a la empresa

Se tuvo que navegar manualmente en la web para identificar el RUC asociado a la empre-
sa, para los clientes de EGEMSA se realiz6 aproximadamente 300 busquedas para asi contar
con un identificador tnico. Esta tarea consume bastante tiempo, ya que se realiza de forma

manual.

3.2.2.2. Datos obtenidos de SUNAT

Se obtuvo datos de la [SUNAT] (2025)), a través de su servicio digital llamado “Consulta

Multiple de RUC”.

Este servicio permite realizar consultas multiples de nimeros de RUC. Se puede consultar
hasta 100 nimeros RUC; para ello se debe grabar la lista de niimeros RUC en un archivo
de texto con extensién .txt, luego comprimirlo en formato .zip y subirlo a la plataforma.

También se puede ingresar manualmente hasta 10 nimeros de RUC en la misma péagina.

Luego, para ambos casos, se debe seleccionar Enviar; con esto se procede con la descarga
de un archivo comprimido en formato .zip, el cual contiene un archivo de texto con extensién

.txt que contiene los datos disponibles de la SUNAT separados por el caracter “|”.

Se podra revisar la razén social, condicién de domicilio, domicilio fiscal, actividad econo-

mica, régimen tributario, entre otros |gob.pe| (2021).

A continuacion, se describen los datos obtenidos en la consulta a SUNAT.
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Tabla 3.1: Campos y longitudes de datos obtenidos de la consulta a la SUNAT (parte 1)

Campo Longitud del dato (char)
NumeroRuc 11

Nombre 6 RazonSocial 100

Tipo de Contribuyente 25

Profesion u Oficio 10

Nombre Comercial 10

Condiciéon del Contribuyente 10
Estado del Contribuyente 10
Fecha de Inscripcion 10 (dd/mm/yyyy)
Fecha de Inicio de Actividades 10 (dd/mm/yyyy)

Departamento 25
Provincia 25
Distrito 25
Direccién 120
Teléfono 25
Fax 10

Actividad de Comercio Exterior 25

Principal — CITU 25
Secundario 1 — CIIU 25
Secundario 2 — CIIU 25

Fuente: Elaboracion propia
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Tabla 3.2: Campos y longitudes de datos obtenidos de la consulta a la SUNAT (parte 2)

Campo Longitud del dato (char)
Afecto Nuevo RUS 2

Buen Contribuyente 110

Agente de Retencion 110

Agente de Percepcion Vtalnt 110

Agente de Percepcion ComLiq 110

Fuente: Elaboracién propia

Posteriormente esta data es cargada a la tabla (oro.Cliente) para usarse en las siguientes

etapas.

3.2.2.3. Datos de CIIU obtenidos de INEI

Se obtuvo datos de CIIU, los cuales serviran para analizar el sector econémico en el que

se ubican las empresas.

Los datos de CIIU se encontraron originalmente en formato .pdf en el libro “Clasificacién

Industrial Internacional Uniforme Revision 4”7, publicado por el INEI (2025).
Se diseriaron cuatro tablas (capa plata) en la base de datos para centralizar esta infor-

maciéon:

» CITU_T1_Seccion
» CITU_T2 Division

» CITU_T3_Grupo
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= CIIU T4 Clase

Figura 3.6: Tablas de la capa plata

Fuente: Elaboracién propia.

Asignacion de sectores econémicos

Un criterio de clasificaciéon que se busca incorporar a los clientes es el sector econémico

al que pertenecen. Para ello, se utilizan los diferentes sectores establecidos por la CIIU.

Las Tablas 3.3 y 3.4 presentan los sectores acompanados de su respectivo mnemotécnico.
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Tabla 3.3: Sectores econémicos y sus mnemotécnicos segtn la CIIU (parte 1)

Nro. Sector econémico Mnemotécnico
1 Agricultura, ganaderia, silvicultura y pesca AGRO__PESCA
2 Explotacion de minas y canteras MINERIA
3 Industrias manufactureras MANUFACTURA
4 Suministro de electricidad, gas, vapor y aire acon- ELECTRICIDAD GAS
dicionado
5 Suministro de agua; evacuacion de aguas residua- AGUA_DESAGUE
les, gestion de desechos y descontaminacion
6 Construccion CONSTRUCCION
7 Comercio al por mayor y al por menor; reparacion COMERCIO
de vehiculos automotores y motocicletas
8 Transporte y almacenamiento TRANSPORTE
9 Actividades de alojamiento y de servicio de comi- ALOJAMIENTO
das
10 Informacion y comunicaciones INFORMATICA
11 Actividades financieras y de seguros FINANCIERA
12 Actividades inmobiliarias INMOBILIARIA
13 Actividades profesionales, cientificas y técnicas ACTI_PROFESIONALES
14 Actividades de servicios administrativos y de apo- SERVI_ADMINISTRATIVO

YO

Nota. Adaptado de la Clasificacién Industrial Internacional Uniforme (CIIU) Revision 4 del

INEI
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Tabla 3.4: Sectores econémicos y sus mnemotécnicos segtn la CIIU (parte 2)

Nro. Sector econémico Mnemotécnico

15 Administracion publica y defensa; planes de se- ADMI_PUBLICA
guridad social de afiliacién obligatoria

16  Ensenanza ENSENANZA

17 Actividades de atencion de la salud humana y SALUD
de asistencia social

18  Actividades artisticas, de entretenimiento y re- ARTE_ENTRETENIMIENTO
creativas

19 Otras actividades de servicios OTROS

20  Actividades de los hogares como empleadores; ACTI HOGARES
actividades no diferenciadas de los hogares como
productores de bienes y servicios para uso propio

21 Actividades de organizaciones y organos extra- ACTI ORGANIZACIONES

territoriales

Nota. Adaptado de la Clasificacién Industrial Internacional Uniforme (CIIU) Revisién 4 del

INEI

Configuracion del Data Lake en SQL Server

Un Data Warehouse requiere definir un esquema rigido desde el inicio y cargar datos

previamente estandarizados. En contraste, un Data Lake permite almacenar los datos en

bruto y aplicar transformaciones progresivas por capas. Esto resulta mas adecuado cuando

la estructura de los datos evoluciona y se necesita conservar el dato original para asegurar

la trazabilidad.

Por lo anterior, se elige un Data Lake como repositorio central, ya que el caso de estu-
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dio requiere una ingesta flexible, conservaciéon de datos en bruto, trazabilidad por capas y

preparacion para analitica avanzada.

Se configur6 un equipo dentro de la red de EGEMSA:

Sistema Operativo: Windows Server 2019 Standard

s Memoria RAM: 32 GB

Disco: SSD 1TB

IP: 10.1.21.213

Se realizé la instalacion del motor de base de datos:

Nombre del servidor: Microsoft SQL Server

Version: 2019

Nombre de la Base de Datos: DB_COES

Modo de autenticacién: SQL Server Authentication

Usuario y contrasena: Almacenados en archivo .env

En este servidor se recolectara toda la data necesaria para el analisis.

3.2.3. Preparacion de los datos

Se organizo y transformé la informacién aplicando procesos de limpieza, correccion de
errores y transformacion de variables. Posteriormente, los datos fueron estructurados en un

Data Lake utilizando la arquitectura medallén, que contempla tres capas: Bronce (datos
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en bruto), Plata (datos limpios) y Oro (datos listos para analisis). Mediante un proceso
ETL, los datos fueron depurados en la capa Plata y trasladados a la capa Oro para su
analisis final. Para la implementacion de esta arquitectura se utilizo SQL Server, definiendo
esquemas, tablas y automatizando los procesos ETL con procedimientos almacenados, vistas
y SQL Server Agent. Esta estructura permitié mejorar la calidad de los datos, asegurar su

trazabilidad y optimizar el desempeno analitico.

Datos en bruto

Extraer

Datos validados

Figura 3.7: Proceso ETL

Fuente: Elaboracién propia.

3.2.3.1. Diseno de la base de datos

Se implementaron los esquemas y tablas necesarios para almacenar los datos.

1. Esquemas de base de datos:

Para la arquitectura del medallon

= Bronce: Es el lugar donde se guarda temporalmente la data tal cual se cargd

luego del proceso de web scraping.
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En la tabla bronce.ValorizacionEnergia, los campos provenientes del webscraping
fueron: Empresa, BarraTransferencia, TipoUsuario, TipoContrato, EntregaRe-
tiro, ClienteCentralGeneracion, EnergiaMWh, ValorizacionSoles, RentaConges-
tionLicitacion y RentaCongestionBilateral, todos ellos son del tipo VARCHAR(250),
a ellos se agregan 2 campos: Periodo de tipo VARCHAR(7) con formato yyyy-mm

y FechaCreacion de tipo DATETIME.

Plata: Es el lugar donde se guarda la data para su transformacién y limpieza.

Se identific6 un registro erréneo en la tabla bronce.ValorizacionEnergia, en el
campo Empresa cuyo valor era igual al texto EMPRESA (donde deberia ingresar

el nombre de una empresa generadora), por lo cual, el registro fue eliminado.

Se aplicaron las siguientes transformaciones en la tabla bronce.ValorizacionEner-
gia, los campos Empresa, BarraTransferencia, TipoUsuario, TipoContrato, En-
tregaRetiro, ClienteCentralGeneracion fueron transformados a VARCHAR(100)
mientras que los campos EnergiaMWh, ValorizacionSoles, RentaCongestionLici-
tacion, RentaCongestionBilateral fueron transformados a FLOAT, seguidamente
en la tabla plata. ValorizacionEnergia los datos RentaCongestionLicitacion y Ren-

taCongestionBilateral fueron transformados de NULL a ceros.

En esta capa es donde se agregé informacion proveniente de la SUNAT y CIIU

(obtenido de INEI) con la finalidad de enriquecer con més informacion el Data

Lake.

Oro: Es el lugar donde se almacena toda la data procesada, creada especifica-

mente para el analisis de datos.
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Data sin procesar

Insights analiticos
avanzados

Figura 3.8: Capas de la arquitectura medallon

Fuente: Elaboracién propia.

En esta capa se eliminaron los registros cuyos valores de SumakEnergiaMWh y

SumaValorizacionSoles sean igual a cero, dejando la data lista para el analisis.

Para llevar control del flujo de funcionamiento

o err: Es el lugar donde se almacenan los errores ocurridos en procedimientos

almacenados.

o log: Es el lugar donde se almacena el registro de los procesos ETL.
= Modo de autenticacion: SQL Server Authentication

» Usuario y contrasena: Almacenados en archivo .env

2. Tablas:

En total se crearon 20 tablas
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Tabla 3.5: Estructura de base de datos (parte 1)

Nro. Esquema Nombre
1 oro BarraTransferencia
2 oro Clientes
3 oro Departamento
4 oro Empresa
D oro Periodo
6 oro TipoContrato
7 oro TipoUsuario
8 oro ValorizacionEnergia
9 plata BarraTransferenciaVariacion
10 plata CIIU T1 Seccion

Nota. Elaboracién propia a partir de la estructura de la base de datos.
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Tabla 3.6: Estructura de base de datos (parte 2)

Nro. Esquema Nombre
11 plata CIIU T2 Division
12 plata CIIU_ T3 Grupo
13 plata CIIU T4 Clase
14 plata ClientesVariacion
15 plata EmpresaVariacion
16 plata Principal CIIU
17 plata ValorizacionEnergia
18 bronce ValorizacionEnergia
19 err ProcedimientoAlmacenado
20 log CargaETL

Nota. Elaboracién propia a partir de la estructura de la base de datos.

3. Procedimientos almacenados:

a. pal_err ProcedimientoAlmacenado Insertar: procedimiento para insertar en la
tabla err.ProcedimientoAlmacenado cualquier error ocurrido al momento de eje-

cutarse un procedimiento almacenado.

b. pal_log CargaETL_Insertar: procedimiento para insertar en la tabla log.Car-

gaETL un registro por cada operacion ejecutada en un periodo determinado.

c. pal_ValorizacionEnergia_carga bronce a_plata: procedimiento para cargar la
data de la tabla bronce.ValorizacionEnergia a la tabla plata.ValorizacionEnergia

en un periodo determinado.

d. pal ValorizacionEnergia carga plata a oro: procedimiento para cargar la data
de la tabla plata.ValorizacionEnergia a la tabla oro.ValorizacionEnergia en un

periodo determinado.
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e. pal ValorizacionEnergia carga todo: procedimiento que ejecuta los dos proce-

dimientos anteriores en un periodo determinado.

3.2.3.2. Transformaciéon y Carga

Compuesto principalmente por Jobs (tareas automéaticas) de SQL Server, los cuales inter-
namente llaman a los procedimientos almacenados descritos, los cuales transforman y cargan
la data del esquema bronce al esquema plata y finalmente al esquema oro, todo esto se

realiza de manera automatica.
La ejecucién de los Jobs es totalmente configurable (fecha y horas).
Pruebas funcionales

Se realizaron pruebas del funcionamiento del ETL; para ello, se borr6 la data de la base

de datos (BD) dejando las tablas vacias para validar nuevos registros.

= Se dejaron habilitados los Jobs de SQL Server.

= Se comprobd que los Jobs programados se ejecutaron correctamente; para eso se rea-

lizaron consultas a las tablas de BD correspondientes.

= Se validé que la data esté correctamente cargada en las tablas correspondientes com-

parando uno a uno con la data proveniente de los archivos Excel del COES.
» Se comprobdé que la tabla log.CargaETL mantiene correctamente el flujo de data.

= Se provocaron errores forzadamente para validar que también funcione el registro de

errores.

Diagrama de base de datos
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En SQL Server se creé el diagrama “Valorizacién de energia” compuesto por 6 Tablas

(oro).

Figura 3.9: Diagrama de consumo y valorizacién de energia

Fuente: Elaboracion propia.
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Dataset de andlisis

Se tiene informacién recolectada de 7 anos (desde enero del 2018 hasta diciembre

del 2024) correspondiente al consumo mensual de energia del mercado eléctrico peruano.
Tabla Bronce: 276,997 registros, Tabla Plata: 276,997 registros, Tabla Oro: 224,929 registros

El dataset de analisis fue creado a partir de la tabla oro.ValorizacionEnergia considerando
valores mayores a cero en los campos SumaEnergiaMWh y SumaValorizacionSoles. Para
analizar los clientes de EGEMSA, se realiz6 el filtro respectivo, por lo cual, el dataset contiene

3,679 registros y 18 campos, que se describen en las Tablas 3.7 y 3.8:

72



Tabla 3.7: dataset de andlisis creado a partir de la tabla oro (parte 1)

Nro. Campo Descripcién Tipo Valores
1 Periodo Ano y mes concatena- Texto Desde el 2018-01 hasta
dos el 2024-12
2 Mes Nombre del mes Texto ENERO, FEBRERO,
MARZO, etc.
3 RUCEmpresa RUC de la empresa Texto
4 NombreComer-  Nombre comercial de Texto
cialEmpresa la empresa
5 RUCCliente RUC del cliente Texto
6 RazonSocial- Razoén social del clien- Texto
Cliente te
7 Departamento-  Departamento del Texto
Cliente cliente segin SUNAT
8 SectorEconomi-  Sector econémico del Texto Segiin  mnemotécnico
coCliente cliente de seccion del CITU
9 TipoUsuario Tipo de usuario Texto LIBRE o REGULA-
DO
10 TipoContrato Tipo de contrato Texto LICITACION o BI-
LATERAL
11 ConsumoMen- Suma de la energia Float En MWh
sualMWh consumida

Nota. Elaboracion propia a partir de la estructura de la base de datos.

73



Tabla 3.8: dataset de andlisis creado a partir de la tabla oro (parte 2)

Nro. Campo Descripcién Tipo Valores
12 SumaValoriza- Suma de la valoriza- Float En soles
cionSoles cion de energia
13 PrecioUnitario SumaValorizacion- Float En soles/MWh
Soles/ConsumoMen-
sualMWh
14 ConteoRetiros Conteo de retiros por Numérico
cada cliente de cada
empresa segun Perio-
do
15 SumaRentaCon- Suma de la renta de Float En soles
gestionLicita- congestion licitacion
cion
16 SumaRentaCon- Suma de la renta de Float En soles
gestionBilateral  congestion bilateral
17 RentaConges- SumaRentaConges- Float En soles
tionTotal tionLicitacion +
SumaRentaConges-
tionBilateral
18 RentaCongestio- (SumaRentaCon- Float En soles/MWh
nUnit gestionLicitacion — +

SumaRentaConges-
tionBilateral) /Consu-

moMensualMWh

Nota. Elaboracion propia a partir de la estructura de la base de datos.
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3.2.4. Exploracion de los datos

Mediante técnicas de visualizaciéon y descriptivas, se busca comprender la distribucién
y comportamientos de los datos relevantes (ConsumoMensualMWh, SumaValorizacionSoles
y PrecioUnitario). Se detect6 relaciones iniciales y tendencias generales, asi como posibles

anomalias.

3.2.4.1. Estructura general del dataset

El analisis del conjunto de datos fue realizado mediante Microsoft Excel, lo que permitié
una vision detallada de su estructura y caracteristicas principales. El archivo contenia un
total de 3 679 registros (filas) y 18 variables (columnas). El rango temporal de los datos
abarco desde enero de 2018 (2018-01) hasta diciembre de 2024 (2024-12).

Durante la exploracion de valores tinicos, se identificaron:

&9 clientes distintos en la variable RazonSocialCliente.

14 departamentos correspondientes a la ubicacion de los clientes.

11 sectores econdémicos representados.

2 tipos de usuario: LIBRE y REGULADO.

2 tipos de contrato: BILATERAL y LICITACION.

3.2.4.2. Estadisticas Descriptivas Clave

Mediante el uso de funciones estadisticas en Excel (como PROMEDIO, MEDIANA, MIN,

MAX), se calcularon los valores descriptivos de las variables cuantitativas més relevantes:
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Tabla 3.9: Estadisticas descriptivas clave del dataset

Variable Cantidad Media Mediana Minimo Maximo
ConsumoMen- 3,679 1,402.23 170.20 0.03 47,641.88
sualMWh

SumaValorizacionSo- 3,679 136,444.48  8,336.34 0.91 10,743,155.60
les

PrecioUnitario 3,679 67.25 35.72 7.48 825.01
ConteoRetiros 3,679 2.24 1.00 1.00 65.00
SumaRentaConges- 3,679 50.73 0.00 0.00 48,735.47
tionLicitacion

SumaRentaConges- 3,679 783.83 0.79 0.00 317,139.80
tionBilateral

RentaCongestionTo- 3,679 834.56 2.40 0.00 317,139.80
tal

RentaCongestionUnit 3,679 0.48 0.01 0.00 30.15

Nota. Elaboracién propia (2025).

Observacion: en practicamente todas las variables monetarias y de energia la media

supera ampliamente la mediana, lo que indica distribuciones sesgadas con algunos valores

muy elevados.

Correlaciones destacadas

Utilizando la herramienta de anélisis de datos en Excel (funcién PEARSON), se evalua-

ron las relaciones lineales entre variables clave sugeridas por los expertos de la Genencia

Comercial de EGEMSA:

76



» ConsumoMensualMWh <> SumaValorizacionSoles: 0.77 (fuerte).
» ConsumoMensualMWh < PrecioUnitario: 0.12 (débil).

» PrecioUnitario <+ SumaValorizacionSoles: 0.40 (moderada).

3.2.4.3. Tendencias temporales

A través del uso de tablas dinamicas y graficos temporales, se identificé informacion

importante sobre el consumo energético:

= El promedio mensual de energia total fue de aproximadamente 61,414 MWh.

= El mes con mayor consumo fue noviembre de 2024, con un valor cercano a 114,317

MWh.

= El mes con menor consumo fue agosto de 2022, con alrededor de 34,278 MWh.

Tabla 3.10: Evolucion anual de la demanda promedio mensual (MWh)

Ano Media mensual total (MWh)

2018 68,072
2019 64,956
2020 52,587
2021 50,597
2022 43,814
2023 55,470
2024 94,404

Fuente: Elaboracion propia
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Observacion: Se aprecia un descenso sostenido de 2018 hasta 2022, seguido de un repunte

claro en 2023-2024.

3.2.4.4. Distribucion geografica y sectorial top 5

A través de filtros y segmentacioén por categorias utilizando Microsoft Excel, se determi-

naron las regiones y sectores econémicos con mayor representacioén en el dataset:

Departamentos top 5

LIMA: 1957 registros (53 %)

ICA: 517 registros (14 %)

LA LIBERTAD: 180 registros (5 %)

CUSCO: 163 registros (4 %)

PIURA: 163 registros (4 %)

Sectores econémicos top 5

MANUFACTURA: 1661 registros (45 %)

ELECTRICIDAD_ GAS: 793 registros (22 %)

COMERCIO: 415 registros (11 %)

AGRO_PESCA: 344 registros (9 %)

TRANSPORTE: 111 registros (3%)
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3.2.4.5. Clasificaciéon por Tipo de Usuario y Contrato

Se observaron las siguientes proporciones al analizar las categorias:

Tipo de usuario

» LIBRE: 3104 registros (84 %)

» REGULADO: 575 registros (16 %)

Tipo de contrato

» BILATERAL: 3342 registros (91 %)

» LICITACION: 337 registros (9 %)

3.2.4.6. Distribucién de Datos por Variable

Seguidamente, se realizé el andlisis de la distribucion de los datos utilzando python, para

ver la naturaleza de los mismos.

Figura 3.10: Distribuciéon de datos del consumo mensual

Fuente: Elaboracién propia.
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Figura 3.11: Distribucién de datos de la suma de valorizacién

Fuente: Elaboracion propia.

Figura 3.12: Distribucién de datos del precio unitario

Fuente: Elaboracion propia.

Con el fin de comprender mejor el comportamiento de las principales variables cuan-
titativas del dataset, se calcul6 un conjunto de medidas estadisticas de dispersiéon y forma
utilizando Python, enfocandose en la desviacion estandar, asimetria y curtosis. Los resultados

se resumen en la siguiente tabla:
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Tabla 3.11: Medidas estadisticas de la distribucion de datos

Variable Desviaciéon estandar Asimetria Curtosis
ConsumoMensualMWh 3,953.95 6.60 55.63
SumaValorizacionSoles 593,505.35 9.38 111.63
PrecioUnitario 89.94 4.97 29.61

Fuente: Elaboracion propia

1. ConsumoMensualMWh

» La desviacién estandar (3953) es casi 3 veces la media (1402), lo que indica
una dispersion altisima: hay meses con consumos muy por encima y por debajo

del promedio.

» La asimetria de 6,60 revela una cola derecha extremadamente alargada: hay

pocos meses con consumos muy altos (outliers) que “jalan” la distribucion.
» La curtosis de 55,63 (> 3) confirma colas pesadas y un pico muy pronunciado
en torno a valores bajos/medios, con algunos valores extremos muy altos.
2. SumaValorizaciénSoles
» La desviacién (= 593505 S/) supera 4 veces la media (136444 S/): gran volati-
lidad en las facturaciones mensuales.

» La asimetria de 9,38 muestra aiin mayor sesgo a la derecha: unos pocos meses

concentran facturaciones muy elevadas.

= La curtosis de 111,63 indica altisimo riesgo de outliers; la distribucién estd muy

“picuda” y con colas muy gruesas.

3. PrecioUnitario

81



» La desviacién (89,94) es mayor que la media (67,25), lo que senala que el precio

unitario varia ampliamente de un registro a otro.

= Con asimetria de 4,97 vemos de nuevo gran sesgo a la derecha: existen precios

unitarios muy elevados que distorsionan el promedio.

= La curtosis de 29,61 revela distribucion leptoctrtica: muchas observaciones jun-

tas en torno al centro y, a la vez, colas pesadas con valores extremos.

3.2.5. Modelacion de los datos

Se utilizo6 Anaconda la cual proporcioné un entorno plug-and-play para la ciencia de datos
al incluir Conda, un gestor de paquetes y entornos que facilito la instalacion y el aislamiento
de librerias como pandas, NumPy o scikit-learn, asi como Anaconda Navigator, que permiti
administrar graficamente entornos y lanzar herramientas; Spyder, distribuido con Anaconda,
actudé como un IDE cientifico con editor de c6digo, consola IPython interactiva, explorador
de variables, visor de gréficos y depurador integrado, lo que posibilité prototipar y depurar

analisis de datos de forma &agil y reproducible.

Para comenzar con la segmentacion, se cargaron los datos utilizando la libreria panda,
que permitié manipular y explorar los datos de forma estructurada mediante dataframes.
Posteriormente, los datos se transformaron mediante un proceso de pivotado, reorganizan-
do la estructura original en una matriz donde cada fila representaba una serie (cliente) y
cada columna una caracteristica especifica (por ejemplo, el comportamiento de compra en

diferentes perfodos o categorias).
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3.2.5.1. Estandarizacioén de datos.

Con el fin de asegurar que cada serie (fila) tuviera una contribucién equitativa al anali-
sis, se realiz6 una estandarizacion fila a fila (row-wise). Para ello, se emplearon operaciones
con NumPy, restando la media de cada fila y dividiendo por su desviacion estandar corres-
pondiente. Esta normalizacién evité que diferencias de magnitud entre clientes sesgaran el

proceso de agrupamiento.

Antes se tenia datos sin estandarizar como se puede apreciar en la Figura 3.13. En el cual
la distribucion de MWh estd altamente sesgada a la derecha, con la mayoria de los valores

bajos y unos pocos puntos extremos en decenas de miles.

Figura 3.13: Distribuciéon de consumo bruto

Fuente: Elaboracion propia.

Después se aplica estandarizacion row-wise también conocido como estandarizacion fila
a fila con el cual cada serie queda centrada en 0 y acotada entre aproximadamente -3 y +3
desviaciones estandar (con la mayoria de las observaciones en [-1, 1]), lo que uniformiza la
escala de todos los clientes, facilita el clustering y evita que los consumidores de alto consumo

dominen las distancias entre puntos. Ver Figura 3.14.
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Figura 3.14: Distribucién de consumo estandarizado.

Fuente: Elaboracién propia.

3.2.5.2. Seleccion del nimero 6ptimo de clisteres

Para determinar la cantidad optima de clisteres a utilizar, se aplicaron dos métodos

complementarios:

Método del Codo (Elbow Method): Se utiliz6 la clase KMeans de sklearn.cluster pa-
ra ajustar multiples modelos con diferente cantidad de clusteres. Luego, se grafico la inercia
(suma de errores cuadraticos intra-clister) contra el nimero de clisteres mediante mat-

plotlib.pyplot, observando el punto en el que la curva dejaba de decrecer significativamente

(“codo”).Ver Figura 3.15.

La inercia (qué tan juntos quedan los datos en cada grupo) baja mucho al pasar de 2 a
4 grupos, pero a partir de 4 la mejora es cada vez menor. Ahi aparece un codo que indica

un buen punto de equilibrio.
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Figura 3.15: Método del codo.

Fuente: Elaboracién propia (2025).

Coeficiente de Silueta: Se complementé el analisis con el calculo del silhouette score
utilizando la funcién silhouette score de sklearn.metrics. Este indicador permitié evaluar
la coherencia de la segmentacion para cada nimero de clisteres, seleccionando el valor que

maximizé la separacion entre grupos.

Mide qué tan bien separados y definidos quedan los grupos. El valor es mas alto con 2
o 3 grupos, pero sigue siendo bueno con 4-6 grupos (alrededor de 0,23). A partir de 7 baja

mucho.
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Figura 3.16: Método de la Silueta.

Fuente: Elaboracion propia.

Finalmente se eligieron 4 clusters porque es el punto donde el modelo logra una buena
agrupacion sin volver el analisis innecesariamente complicado. Con el método del codo se
observa que al pasar de 2 a 4 grupos la mejora es clara (los datos quedan mucho mejor
ordenados), pero después de 4 la mejora ya es pequena y no justifica agregar més grupos.
Ademas, el indice de silueta muestra que entre 4 y 6 la separacion entre grupos se mantiene
aceptable, pero cuando se usan 7 o mas grupos la calidad baja bastante. Por eso se tomd
k=4, ya que permite diferenciar comportamientos de consumo de manera practica y facil de

interpretar para tomar decisiones comerciales.
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Tabla 3.12: Resultados de los métodos del Codo y Silueta

K (Numero de cluster) Inercia Coeficiente de Silueta

2 3977.25 0.341
3 3540.64 0.329
4 3133.45 0.228
) 2879.12 0.232
6 2732.60 0.236
7 2547.19 0.174
8 2416.67 0.148
9 2326.59 0.237
10 2154.42 0.188

Fuente: Elaboracion propia

3.2.5.3. Segmentaciéon de clientes por patrones de consumo con k-means

Una vez determinado el niimero 6ptimo de clisteres, se procedié a aplicar el algoritmo
K-Means para realizar la segmentacién definitiva. Este algoritmo fue implementado con la
clase KMeans de scikit-learn, configurando el niimero de clisteres previamente seleccionado.
El modelo se ajust6 a los datos estandarizados, y se asigné una etiqueta de cltuster a cada

cliente.

Se realizé una segmentacion de clientes en 4 clusters basados en el perfil de consumo
estandarizado (cada serie centrada en 0 y escalada). Los resultados clave son los siguientes.

Ver Figura 3.17.
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Figura 3.17: Perfiles de consumo estandarizado por cluster.

Fuente: Elaboracién propia.

Cluster 0: clientes cuyo consumo aumenta de forma notable en 2023-2024, con un

repunte muy marcado al final de la serie. Ver Figuras 3.18 y 3.19.

Figura 3.18: Perfil de clientes y centroide del Cluster 0.

Fuente: Elaboracién propia.
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Figura 3.19: Top 5 clientes por energia total del Cluster 0.

Fuente: Elaboracion propia.

Cluster 1: perfiles con crecimiento gradual hasta 2021, que experimentan una fuerte
caida a comienzos de 2022 y se mantienen en niveles muy bajos y estables. Ver Figuras 3.20

y 3.21.

Figura 3.20: Perfil de clientes y centroide del Cluaster 1.

Fuente: Elaboracién propia.
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Figura 3.21: Top 5 clientes por energia total del Cluster 1.

Fuente: Elaboracion propia.

Cluster 2: usuarios con patrones erraticos, caracterizados por picos aislados (por ejem-

plo, en 2018 y 2023) y periodos de meseta intercalados. Ver Figuras 3.22 y 3.23.

Figura 3.22: Perfil de clientes y centroide del Cluster 2.

Fuente: Elaboracion propia.
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Figura 3.23: Top 5 clientes por energia total del Cluster 2.

Fuente: Elaboracion propia.

Cluster 3: consumidores con alta demanda durante 2019-2020, seguida de un descenso

sostenido a partir de 2021. Ver Figuras 3.24 y 3.25.

91



Figura 3.24: Perfil de clientes y centroide del Cluster 3.

Fuente: Elaboracion propia.

Figura 3.25: Top 5 clientes por energia total del Cluster 3.

Fuente: Elaboracién propia.

Con el fin de visualizar los resultados del clustering, se redujo la dimensionalidad de los
datos a dos componentes principales mediante Andlisis de Componentes Principales (PCA),
utilizando la clase PCA de sklearn.decomposition. Esta transformacion permitié represen-
tar graficamente los grupos en un plano bidimensional, preservando la mayor cantidad de

varianza posible.
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El mapa de calor que se aprecia en la Figura 3.26 muestra las cargas de cada periodo

(variable) sobre los dos primeros componentes principales:

PC1:

» Cargas crecientes a lo largo del tiempo, pasando de valores bajos en 2018-2020 a valores

altos en 2023-2024.

= Interpreta la tendencia general del consumo: periodos recientes, con mayor demanda

agregada, contribuyen positivamente a PC1.
= Clientes con valores altos en PC1 tienden a tener un perfil de consumo maés elevado en
2023-2024 comparado con su media histérica.

PC2:

» Cargas positivas moderadas en los periodos medios (2018-2020) y negativas hacia los

extremos (final de 2024).
= Refleja un contraste entre consumo en periodos intermedios versus periodos finales.

= Clientes con PC2 positivo tienen relativamente mas consumo en 2019-2020; con PC2

negativo, destacan en consumo muy reciente (finales de 2024).
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Figura 3.26: Mapa de calor de cargas variables en PC1 y PC2.

Fuente: Elaboracion propia.

Para visualizar los clusters se cre6 un grafico de dispersién en el espacio de las dos
primeras componentes principales PC1 y PC2, con cada cliente coloreado segtin su cluster
y los centroides destacados con una X grande y contorno negro. Esto te permite visualizar

claramente la separaciéon y la posicion de los centroides respecto a los puntos de los clientes.
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Figura 3.27: Proyeccion PCA de los clientes con sus cluster y centroides

Fuente: Elaboracion propia.

Esta segmentacion permite diferenciar claramente grupos con comportamientos de con-

sumo homogéneos.

Tabla 3.13: Numero de clientes por clister

Cluster Numero de clientes

0 11
1 49
2 11
3 18

Fuente: Elaboracién propia
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3.2.5.4. Segmentacion de clientes por consumo y sector econémico.

Se procede con asociar el sector econémico a cada cluster para entender qué tipo de

clientes caen en cada patrén.

Figura 3.28: Distribucién porcentual por cluster y sector

Fuente: Elaboracion propia.

Sector Econémico

» Cluster 0: Muy dominado por ELECTRICIDAD_ GAS (64 %), resto repartido
equitativamente entre MANUFACTURA (18 %) y Otros (18 %), practicamente
sin presencia de COMERCIO, AGRO_PESCA o INMOBILIARIA, sectores
con picos en 2023-2024.

» Cluster 1: Predomina la MANUFACTURA (57 %), sectores secundarios:

AGRO_PESCA (16 %), COMERCIO (12 %), minoritarios: Otros (8 %), INMO-
BILIARIA (2 %) y ELECTRICIDAD__GAS (2 %), reflejando un declive fuerte
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de la industria en 2022.

» Cluster 2: Combinacién de ELECTRICIDAD__GAS (45 %) y MANUFACTU-
RA (36 %), resto equilibrado entre AGRO_PESCA (9 %) y Otros (9 %), muy
escasa o nula presencia de COMERCIO e INMOBILIARIA, con consumos altos
en 2018 y 2023.

» Cluster 3: Mayoritario MANUFACTURA (50 %), segundo COMERCIO (22 %),
sectores menores: INMOBILIARIA (11 %), ELECTRICIDAD__GAS (6 %),

AGRO_PESCA (6 %) y Otros (6 %), alta demanda durante 2019-2020, descenso

sostenido a partir de 2021.

3.2.5.5. Segmentacion de clientes por consumo y departamento.

Se procede con asociar el departamento a cada cluster para entender qué tipo de clientes

caen en cada patron.

Figura 3.29: Distribucion porcentual por cluster y departamento

Fuente: Elaboracién propia.
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Distribucion Geografica

» Cluster 0: Muy disperso (“Otros” 18 %), con aportes moderados de LIMA (27 %),
JUNIN (18 %), CUSCO (9 %) e ICA (9 %), hasta 2021 por debajo de la media,

pero desde mediados de 2023 un fuerte crecimiento sostenido.

» Cluster 1: Fuertemente concentrado en LIMA (65 %), con un segundo grupo en
“Otros” (14 %) e ICA (14 %), subida pronunciada hasta 2021 seguida de un colapso

en 2022 y estancamiento bajo desde entonces.

» Cluster 2: Equilibrado entre LIMA (27 %), “Otros” (9 %) y LA LIBERTAD
(18 %), mas pequenas cuotas de JUNIN (9 %) y CUSCO (9 %), muy volétil en

2018, luego estable por debajo de la media, con un pico puntual en 2023.

» Cluster 3: Dominado por el departamento de LIMA (78 %), con el resto en “Otros”
(5.5 %) y LA LIBERTAD (11 %), pico temprano (2019), descenso progresivo desde

entonces hasta estabilizarse muy por debajo de la media.

3.2.6. Presentaciéon y automatizacion

= Aplicaciéon de Web Scraping: Se detalla el script desarrollado en Python que au-
tomatiza la descarga de archivos Excel del portal del COES, reduciendo los tiempos y

errores de la recolecciéon manual.

» Implementacion del Data Lake: Se almacené los datos brutos provenientes del
COES en la capa Bronce. Luego, se describe el flujo de limpieza, transformacién y
conformacion de tablas estructuradas en la capa Plata, finalizando con la capa Oro

donde los datos estan listos para el analisis.
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= Aplicacién del algoritmo K-Means: Se utilizé el método del codo y el indice de
Silhouette para determinar la cantidad 6ptima de grupos, lo cual llevo a identificar

patrones de comportamiento similares del consumo de energia entre distintos periodos.

» Finalmente, los hallazgos se integran en un informe final, facilitando la toma de deci-
siones en la Gerencia Comercial. Ademés, garantizando que las técnicas de Big Data

e TA implementadas se conviertan en un recurso operativo y estratégico dentro de

EGEMSA.
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Capitulo 4

Resultados y Discusiéon

El anélisis de los patrones de consumo eléctrico de los clientes de EGEMSA en el periodo
2018-2024, realizado mediante técnicas de Big Data e Inteligencia Artificial (IA), permiti6
segmentar a la cartera en cuatro clusters con caracteristicas diferenciadas. La clasificacion se
obtuvo a través de clustering y fue validada por el Jefe del Departamento de Comercializacion
de EGEMSA, quien corrobor6 que los grupos reflejan realidades contractuales y operativas

observadas en la gestiéon comercial.

Los resultados no solo ofrecen una descripcién del comportamiento de los clientes, sino
que también constituyen un insumo para la toma de decisiones estratégicas de la Geren-
cia Comercial, al identificar oportunidades de crecimiento, riesgos de fuga y dindmicas de

mercado sectoriales.

La mejora de la oferta comercial requiere informacién objetiva del comportamiento del
mercado y de las transacciones reales. En el contexto del SEIN, el COES provee datos publi-
cos de las transacciones de energia (inyecciones, retiros y valorizaciones) que describen como
se valorizan y liquidan las transferencias entre participantes, informacién indispensable para
analizar tendencias, perfilar clientes y sustentar condiciones contractuales competitivas. En

un mercado donde los usuarios libres pueden negociar y elegir al proveedor con mejores con-
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diciones, disponer de datos del COES organizados y analizados permite identificar patrones
y oportunidades de negocio de manera agil y confiable, fortaleciendo la posicion comercial

de EGEMSA.

4.1. Resultados generales del clustering

El anélisis mostro que los clusters difieren tanto en nimero de clientes como en el volumen
de consumo que representan.

Tabla 4.1: Segmentacion de clientes de EGEMSA mediante clustering (2018-2024)

Clus- Denomi- Clientes Consumo to- Consumo Participa-

ter nacion tal (MWh) mensual pro- cién (%)
asignada medio (MWh)

0 Expansion 11 1,927,597 22,948 43.2
sostenida

1 Reduccion 49 1,121,445 13,351 25.1
abrupta

2 Volatilidad 11 920,901 10,963 20.6
contractual

3 Declive soste- 18 492,788 5,867 11.0
nido

Fuente: Elaboracién propia a partir de resultados del clustering de clientes de EGEMSA

Se observa que:

» El Cluster 0 (Ezpansion sostenida), con apenas 11 clientes, muestra casi la mitad del

consumo total (43 %).
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» El Cluster 1 (Reduccion abrupta) concentra la mayor cantidad de clientes (49), pero

con menor peso relativo en el consumo.
» El Cluster 2 (Volatilidad contractual) presenta consumos elevados pero inestables.

» El Cluster 3 (Declive sostenido) refleja pérdidas graduales de consumo por no reno-

vacion de contratos o coyunturas externas.

4.2. Validacién con el experto (Jefe del Departamento

de Comercializacién)

La clasificacién fue revisada y validada por el Jefe del Departamento de Comerciali-
zaciéon de EGEMSA, quien aporté explicaciones cualitativas que complementan el analisis

cuantitativo:

s Cluster 0 — Expansién sostenida:

Se verifica consumo creciente de los que ya eran clientes:

» El cliente EMP REG DE SERV PUBLICO DE ELECTRICIDAD (ELECTRO
ORIENTE) tuvo un crecimiento fuerte, ya que en el tltimo afio (2024) se firmé
un nuevo contrato de 90 MWh, anteriormente se tenia un contrato promedio de

alrededor de 8 hasta 10 MWh, lo que vendria a ser un crecimiento sustancial de

900 %.

o FEl cliente EPS. SEDACUSCO S.A. debido a la escasez de agua de los tltimos
periodos, realiz6 mas bombeos de agua, por ende, el consumo eléctrico de las

maquinas encargadas de dicho bombeo fue en crecimiento.

o El cliente CIRION TECHNOLOGIES PERU S.A. es una empresa encargada de

administrar servidores de datos, brindando soporte a otras compaiias, entre ellas
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empresas dedicadas a las redes sociales; por lo que mientras mas demanda de

redes sociales, mayor consumo eléctrico de los servidores.

e CONSORCIO ELECTRICO DE VILLACURI SAC es un cliente distribuidor de
energia eléctrica que atiende a la zona agroindustrial de ICA; en los tltimos afios

la exportacion de productos agropecuarios ha ido en crecimiento.

o En general, los clientes que son empresas distribuidoras de energia eléctrica tienen
lo que se llama un crecimiento vegetativo, que es lo normal en estos clientes (la

poblacién crece, por ende, su consumo eléctrico aumenta).
Se verifica incremento de nuevos clientes:

e ENFEL DISTRIBUCION PERU S.A.A. es un nuevo cliente.

o COMPANIA PESQUERA DEL PACIFICO CENTRO SA: en general, en macro-

economia, el rubro de pesqueria ha ido en crecimiento.

= Cluster 1 — Reduccién abrupta:

Se verifica culminacién de contrato de respaldo que abarcaba varios clientes:

o ATRIA es un comercializador de energia eléctrica (se dedica a la compra y venta,
ya que su generacién es muy pequena), atiende a una bolsa de clientes pequenos

(entre 50 a 70 clientes).

o Como cliente de EGEMSA, ATRIA atendia a su vez a un gran nimero de clientes
pequenos; por lo que, cuando terminé su contrato en 2022, se refleja una caida

fuerte del consumo eléctrico.

s Cluster 2 — Volatilidad contractual:

Se verifican contratos de corto plazo (menos de 1 afo):

o SOCIEDAD MINERA CERRO VERDE S.A.A.: en el ano 2023, una vez termi-

nado su contrato, ya no es cliente.
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s Cluster 3 — Declive sostenido:

Se verifica culminacién de contratos y ausencia de renovacion:

e MOLINERA SUDAMERICA S.A.C. no renovo su contrato.
e PLASTICOS BASICOS DE EXPORTACION S.A.C. no renovd su contrato.
e MIRAGE HOLDING SOCIEDAD ANONIMA CERRADA no renovo su contrato.

Por la pandemia del COVID-19 hubo bajo consumo, ya que los clientes fueron fuerte-

mente afectados:

e LIMA GOLF CLUB, al dedicarse al rubro del entretenimiento, perdi6 afiliaciones

o membresias, lo que impactd directamente en el consumo eléctrico.

Bajo consumo a causa de la veda en la pesca:

o SEABOARD OVERSEAS PERU S.A. redujo su consumo eléctrico en ciertos

periodos.

= Sobre los graficos de barras:

e Sector econémico: el porcentaje refleja realmente la venta de energia principal-
mente en dos sectores: Manufactura y Electricidad; los demés sectores se reparten

en menor medida.

« Departamento: el porcentaje refleja que en Lima ha ido creciendo el consumo

de las industrias.

La validacion confirma que los clusters son coherentes con la dinamica real de la cartera,

reforzando la utilidad practica del analisis.
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4.3. Justificacion de la denominacion de los clusters

La denominacién asignada a cada cluster busca representar de forma precisa los patrones

de consumo identificados:

= Cluster 0 — Expansion sostenida: Clientes con crecimiento estructural y continuo,

asociados a sectores en expansion (agroindustria, distribucién eléctrica, digitalizacion).

= Cluster 1 — Reduccién abrupta: Clientes que presentan caidas siibitas en su con-

sumo, explicadas principalmente por el término de contratos de respaldo.

s Cluster 2 — Volatilidad contractual: Consumos inestables vinculados a contratos

de corta duracién (< 1 ano), con ingresos puntuales pero no sostenibles.

= Cluster 3 — Declive sostenido: Reduccion progresiva del consumo por no renovacion

de contratos y choques externos (COVID-19, vedas pesqueras).

Esta nomenclatura facilita la comunicacion interna y orienta la definiciéon de estrategias

diferenciadas por grupo.

4.4. Discusién de hallazgos

1. Alta concentracién en pocos clientes: El 43 % del consumo total depende de solo
11 clientes del Cluster 0, lo que representa un riesgo de concentracion, pero también

una oportunidad de consolidar relaciones estratégicas.

2. Volatilidad y caidas bruscas: Los Clusters 1 y 2 demuestran que la finalizacién de
contratos puede provocar variaciones stubitas en el consumo, afectando la estabilidad

de ingresos.
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3. Clientes en riesgo: El Cluster 3 agrupa clientes con descensos sostenidos, que repre-

sentan riesgos de pérdida definitiva si no se implementan estrategias de recuperacion.

4. Factores externos sectoriales: La escasez hidrica, la digitalizacién de servicios, la
agroindustria, la pandemia y las restricciones ambientales (vedas) influyen directamen-

te en el comportamiento del consumo eléctrico.

5. Dimensién sectorial y geografica: La mayor parte del consumo se concentra en los
sectores Manufactura y Electricidad, y geograficamente en Lima y regiones agroexpor-

tadoras como Ica.

4.5. Implicancias estratégicas para la Gerencia Comer-

cial

Cluster 0 Expansion sostenida: Priorizar acuerdos de largo plazo, programas de

fidelizacion y acompatniamiento estratégico.

Cluster 1 Reduccién abrupta: Reducir la dependencia de comercializadores, esta-

blecer alertas tempranas de vencimiento contractual.

Cluster 2 Volatilidad contractual: Incorporar contratos cortos como “capas téc-

ticas”, aplicando primas por flexibilidad y mecanismos de retencion.

Cluster 3 Declive sostenido: Implementar estrategias de recuperacion selectiva y

prevencion de fuga mediante analitica predictiva.

4.6. Comparativa antes y después

Sin Big Data/IA: Procesos manuales y subjetivos, carentes de segmentacién sélida.
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Con Big Data/IA: Anélisis automatizado, segmentaciones claras y un repositorio centra-

lizado que soporta consultas rapidas.

Tabla 4.2: Comparacion de Procesos con y sin Big Data/IA

Procesos

Sin Big Data/IA

Con Big Data/IA

Recoleccion de datos

Consolidacién de da-

tos

Andlisis de datos

Descarga manual desde el por-
tal del (COES); multiples archi-
vos Excel dispersos. Tiempo tipi-

co: 6 horas por actualizacién.

Copia/pega y uniones manuales;
versiones duplicadas; riesgos de
error humano. Tiempo: 8 h por

ciclo.

Tablas dinamicas, descubrimien-
tos limitados a la experiencia del
analista; dificil repetir; segmenta-
cion débil. Tiempo: 5 dias para un

informe.

Ingesta automdtica (Web Scra-
ping). Tiempo: 20 minutos (no su-

pervisado).

Data Lake (SQL Server) + ETL,
con jobs programados; control de
calidad (esquema medallén y va-

lidaciones). Tiempo: 1h; trazabi-

lidad.

ML/TA para segmentacion (K-
means) y patrones de consumos;
graficos actualizados. Tiempo: 2h
para visualizacién y evaluacion de

resultados.

Fuente: Elaboracion propia

El analisis muestra que la adopcion de un Data Lake y la aplicaciéon de ML resultaron en

mejoras sustanciales en la velocidad de procesamiento, la precision de hallazgos y la capacidad

de respuesta de la Gerencia Comercial frente a las fluctuaciones del mercado eléctrico.
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Conclusiones

1. Las conclusiones en base al objetivo general son:
Los resultados evidencian una reduccién sustancial en tiempos operativos, una
mejora en la calidad y confiabilidad de los datos, y una evolucién significativa
en la capacidad de analisis y segmentacion, consolidando el impacto positivo de
la adopcién de Big Data e Inteligencia Artificial en la Gerencia Comercial de

EGEMSA.

2. Las conclusiones en base al primer objetivo especifico son:
Recoleccién de datos: Se pasé de descargas manuales de aproximadamente 6 horas
y multiples archivos Excel dispersos a una ingesta automatica mediante Web Scraping

de 20 minutos sin supervision, logrando un proceso mas eficiente y confiable.

3. Las conclusiones en base al segundo objetivo especifico son:
Consolidaciéon y organizacion: Mediante un Data Lake en SQL Server y procesos
ETL automatizados, se reemplazaron tareas manuales (copiar, pegar y unir datos)
que demandaban hasta 8 horas y eran propensas a errores, por una arquitectura tipo
medallon (Bronce, Plata y Oro) con controles de calidad, reduciendo la consolidacion

a 1 hora, con trazabilidad completa y sin duplicados.

4. Las conclusiones en base al tercer objetivo especifico son:
Anailisis avanzado: La integracién de técnicas de IA y Machine Learning (K-Means)

permitié automatizar la segmentacion y deteccién de patrones de consumo, reducien-
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do el tiempo de andlisis de 5 dias a 2 horas, con visualizaciones y actualizacién en
tiempo real, fortaleciendo la identificacion de oportunidades y la toma de decisiones

estratégicas.
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Recomendaciones

Se recomienda poner mas énfasis en la limpieza de los datos, este es el paso mas im-
portante en el andlisis de datos: dado que errores, valores atipicos, registros duplicados o
inconsistencias en la identificacion de los clientes pueden distorsionar la formacion de los

clusteres y conducir a conclusiones equivocadas para la Gerencia Comercial.

Se recomienda aplicar técnicas automaticas para la identificacion del nombre de los clien-
tes para luego asignar su RUC correspondiente, ya que hacerlo manualmente consume bas-

tante tiempo.

Se recomienda incluir datos adicionales como Contratos, Factor de carga, demanda coin-
cidente, etc. para el andlisis y aplicar mas algoritmos de Machine Learning para tener una

perspectiva mas amplia de los clientes.

Se sugiere la implementacién de Apache Airflow u otra plataforma de orquestacién para
programar tareas de Web Scraping y ETL de forma periddica. Esto permitird mantener
actualizados los clusteres, asegurando que EGEMSA disponga de informacién reciente al

momento de planificar estrategias comerciales.

Se recomienda desarrollar una API (RESTful o GraphQL) que reciba los datos de un
cliente en tiempo real y retorne el clister al que pertenece. De esta manera, el area comercial
podré personalizar ofertas, prondsticos o estrategias de venta basadas en la clasificacién

automatica.
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Anexos

Se presentan documentos y datos adicionales relevantes para la investigacion, los cuales
complementan el analisis principal y permiten una mejor comprensiéon de la metodologia

aplicada.

= Anexo A: Cdédigo fuente del script de Web Scraping. Contiene el procedimiento
utilizado para la recoleccién automatizada de datos desde fuentes externas. Disponible

en GitHub: https://github.com/sticonab/egemsa-web-scraping Ver Anexo A.

= Anexo B: Scripts de base de datos y procedimientos almacenados en SQL
Server. Retne las rutinas implementadas en la base de datos para la gestion, transfor-
macién y consulta de datos. Disponible en GitHub: https://github.com/sticonab/egemsa-
data-lake Ver Anexo B.

= Anexo C: Cdédigo de analisis K-means. Incluye el algoritmo aplicado para la
segmentacion de clientes, asi como las configuraciones empleadas en el modelado. Dis-
ponible en GitHub: https://github.com /sticonab/egemsa-machine-learning Ver Anexo

Cl.
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= Anexo D: Cronograma de Actividades.

Figura 4.1: Diagrama de Gantt

Fuente: Elaboracion propia

= Anexo E: Validacion con el especialista del departamento de comercializa-

cién de EGEMSA.
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CONSTANCIA DE VALIDACION DE DATOS Y RESULTADOS
DE TESIS

La Empresa de Generacion Eléctrica Machupicchu S.A. - EGEMSA con RUC N°
20218339167, hace constar por la presente que los tesistas:

. Grover Moreano Briceiio — DNI N° 43612546
. Saul Waldemar Ticona Bejar — DNI N° 47405354

han desarrollado, en coordinacion con nuestra institucion, el trabajo de investigacion titulado:

"APLICACION DE TECNICAS DE BIG DATA E INTELIGENCIA ARTIFICIAL PARA
MEJORAR LA CAPACIDAD ANALITICA DE EGEMSA"

El proyecto se llevo a cabo en las instalaciones de la empresa durante el periodo febrero/2025 —
agosto/2025, cumpliendo con las etapas de planificacion, ejecucion y cierre del estudio.

Los tesistas realizaron las siguientes actividades principales:

Diagndstico de la situacion actual de la empresa.

e Levantamiento, procesamiento y analisis de informacion interna.

e Propuesta y validacion de un modelo/metodologia de mejora aplicable a los procesos de
la organizacion.

e Elaboracion de informe final de resultados obtenidos.

e Presentacion de conclusiones y recomendaciones practicas para la toma de decisiones.

Los profesionales de la empresa que acompaiiaron el desarrollo de la investigacion manifiestan
que:

e Las actividades de los tesistas fueron ejecutadas con responsabilidad, ética y rigurosidad
técnica.

e La investigacion aport6 un andlisis objetivo de la problematica, generando evidencia util
para la gestion empresarial. _

e Las propuestas y recomendaciones planteadas son viables, pertinentes y alineadas a la
estrategia de la empresa.

e FEl trabajo de los tesistas constituye un aporte valioso que fortalece las capacidades
técnicas y la toma de decisiones de la organizacion.

En mérito a lo expuesto, se expide la presente constancia a solicitud de los interesados, para los
fines que estimen convenientes.

Cusco, 29 de diciembre de 2025.

“Ing. John Pével Triveflo Ramos
ofe del Departare® de Comerdialzacon

118


https://v3.camscanner.com/user/download

	Dedicatoria
	Agradecimiento
	Resumen
	Abstract
	Lista de abreviaturas
	Índice general
	Índice de tablas
	Índice de figuras
	Introducción
	Generalidades
	Justificación
	Conveniencia
	Relevancia
	Implicancias Prácticas
	Valor teórico
	Utilidad Metodológica
	Justificación del enfoque Big Data
	Justificación de la arquitectura Data Lake

	Planteamiento y formulación del Problema
	Descripción del problema
	Identificación del problema
	Formulación del Problema

	Alcances y limitaciones
	Alcances
	Limitaciones

	Objetivos
	Objetivo General
	Objetivos Específicos

	Antecedentes
	Antecedentes Internacionales
	Antecedentes Nacionales


	Marco teórico
	Bases teóricas
	El mercado eléctrico peruano
	Situación actual de EGEMSA
	Big Data
	Inteligencia Artificial y Machine Learning
	Herramientas tecnológicas adicionales


	Metodología de la investigación
	Tipo, enfoque y diseño de la investigación
	Proceso de ciencia de datos
	Establecer objetivos de la investigación
	Extracción o recuperación de datos
	Preparación de los datos
	Exploración de los datos
	Modelación de los datos
	Presentación y automatización


	Resultados y Discusión
	Resultados generales del clustering
	Validación con el experto (Jefe del Departamento de Comercialización)
	Justificación de la denominación de los clusters
	Discusión de hallazgos
	Implicancias estratégicas para la Gerencia Comercial
	Comparativa antes y después

	Conclusiones
	Recomendaciones
	Referencias bibliográficas
	Anexos

